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Abstract: The design of photonic crystals with complete bandgaps has recently received
considerable research focus for numerous reasons. This work leverages well-known nonlinear
programming techniques to alleviate the non-smoothness caused by degenerate eigenvalues such
that topology optimization problems can be solved with the open-source IPOPT software. A
fully-vectorial plane wave expansion technique is used with an iterative eigensolver to e�ciently
predict dispersion properties of candidate structures. Nonlinear programming is employed to
solve the inverse problem of designing three-dimensional periodic structures that exhibit complete
two-dimensional (2D) and three-dimensional (3D) photonic bandgaps. Mesh refinement is
performed to alleviate the large computational burden of designing and analyzing photonic
crystals, and a periodic density filter is implemented to impose a minimum feature size for
manufacturability considerations.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Photonic bandgap structures forbid electromagnetic wave propagation of a given frequency range,
also known as the bandgap [1]. The first photonic bandgap structures were one-dimensional
periodic structures [2], however, the bandgap engineering field progressed little until higher-
dimensional bandgap structures were discovered a century later [3,4]. Early experiments
demonstrated 3D photonic bandgaps in crystals made of dielectric spheres with face-centered
cubic [5] and body-centered cubic [6] symmetries, as well as in crystals made of dielectric rods
[7]. Additionally, a diamond structure of dielectric spheres was designed and its complete 3D
photonic bandgap was numerically simulated [8]. Since these groundbreaking results, three
decades of research has followed on the design and analysis of photonic bandgap structures.
Novel applications include low-loss waveguides [9–12], perfect mirrors [13], photonic cavities
[11,14], photonic bandgap fibers [15], and a number of other exciting optical applications [1].

A material made of a periodic, architected micro-structure is referred to as a “metamaterial”.
The bulk, or e�ective, material properties of metamaterials are controlled by the underlying
material properties, but also and more interestingly, by the geometry of the microstructure. A
technique known as homogenization was developed to predict the e�ective elastic properties of
metamaterials by analyzing just a single unit cell [16]. Further, topology optimization [17,18],
which seeks to determine the optimal material distribution for a specific task, is readily applied to
solve the inverse homogenization problem [19,20], i.e. to generate micro-structures that exhibit
optimal, or prescribed, e�ective properties. Seemingly impossible e�ective material properties
have been observed by optimizing metamaterials, such as simultaneous negative bulk modulus
and mass density [21] as well as negative Poisson’s ratio [22].
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Metamaterials have also been designed for e�ective electromagnetic properties, such as
magnetic permeability and electric permittivity, although much less research has been performed
in this realm. So called “left-handed” metamaterials have been designed to exhibit negative
e�ective permeability and permittivity [23]. These electromagnetic metamaterials are periodic
structures that exhibit their e�ective bulk properties at an operating frequency with a corresponding
wavelength that is much larger than the unit cell size [24]. Photonic crystals are similarly periodic
structures, however, they obtain their performance by leveraging di�raction [24] and are therefore
designed to operate at frequencies with a wavelength that is similar in size to the unit cell.
Numerical inverse design, referred to as inverse homogenization via topology optimization, is
readily applied to design the periodic unit cells of both metamaterials and photonic crystals.

Many previous studies have applied inverse problem techniques to the design of photonic
crystals [25]. A major issue plaguing numerical design of photonic bandgap structures is
the non-smoothness of the objective function due to degenerate eigenvalues [26]. The first
successful 3D bandgap design optimization naturally avoided eigenvalue degeneracy by using
a very low-dimensional design space [27], however, a number of techniques have since been
employed to circumvent this issue. 2D photonic crystals exhibiting bandgaps were designed
using a generalized gradient ascent [28,29] algorithm that leveraged directional derivatives,
or subgradients, computed by the generalized gradient technique for degenerate eigenvalues
[30]. The generalized gradient ascent was later extended to a level-set design parameterization
[31], and similarly a regularized descent method was used to design optical waveguides via
shape optimization [32]. Alternatively, semidefinite programming, which alleviates the need for
eigenvalue sensitivities, was applied to design 2D photonic crystals [33] and further extended
to the robust design of 3D photonic crystals to accommodate uncertainties in fabrication [34].
Topology optimization, i.e. inverse unit cell design, has also been used to design structures with
mechanical, or phononic, bandgaps [35], and even more interestingly with both phononic and
photonic bandgaps [36]. Genetic [37] and evolutionary [38] topology optimization methods
have also been applied to design photonic crystals. These techniques do not require design
sensitivities, but do require many more iterations to converge than gradient based-algorithms and
they cannot ensure optimality. For these reasons, gradient-free algorithms are not recommended
for solving topology optimization problems [39]. At the other extreme, theoretical techniques
for bandgap design that do not require iterative techniques were developed [40,41]. Interested
readers are directed to the review articles [42,43] for further exposition.

The numerical techniques described in this work are only applicable to non-magnetic materials,
and therefore we direct readers to [44–48] for studies on magnetic photonic crystals. Design
optimization has not yet been applied to 3D magnetic photonic crystals. Further, we assume
lossless materials and direct readers to in [1,49,50] for information on lossy photonic structures.

This work alleviates the di�erentiability issues of repeated eigenvalues by leveraging research
on symmetry polynomials of eigenvalues [51]. The presented smoothing technique allows
photonic crystal design via traditional gradient-based nonlinear programming (NLP) solvers. The
use of a smooth NLP algorithm is advantageous, because although nonsmooth NLP algorithms
[52] could be used in principle, their success has not been demonstrated on photonic crystal
design in practice. Our work also uses a 3D design parameterization, which is necessary to
generate structures with complete 3D bandgaps; it also proved very e�ective for optimizing
structures with large complete 2D bandgaps. We also improved the computational e�ciency of a
“voxel” based design parameterization by using a nested mesh refinement technique. Length-scale
control is implemented to ensure manufacturability by employing a periodic volume fraction filter
that respects the orthorhombic symmetry of our unit cell. Multi-level parallelism and an e�cient
sensitivity analysis are exploited to execute these large computational tasks in a reasonable wall
clock time. We validate our framework by designing novel structures with complete 2D and 3D
bandgaps.
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2. Solution methods

2.1. Maxwell’s eigenvalue problem

Time-harmonic electromagnetism in a source-free, isotropic, lossless medium is governed by the
four Maxwell equations [1,53]

r ⇥ E(x) = i!µ0µr(x)H(x) (1)

r ⇥ H(x) = �i!"0"r(x)E(x) (2)

r · ("r(x)E(x)) = 0 (3)

r · (µr(x)H(x)) = 0, (4)

where r⇥ and r· are the curl and divergence operators with respect to position x, respectively, E

is the electric field, H is the magnetic field, ! is the frequency, µ0 is the magnetic permeability
in a vacuum, µr is the relative magnetic permeability, "0 is the electric permittivity in a vacuum,
"r is the relative electric permittivity, and i is the imaginary unit. Bold-faced font will be used to
denote vector entities throughout. This paper will focus on non-magnetic materials, i.e. µr(x) = 1,
and therefore we omit µr(x) hereafter. Equations (1) and 2 are easily combined into

r ⇥

✓
1
"r(x)

r ⇥ H(x)

◆
=

⇣!
c

⌘2
H(x) , (5)

where it is noted that the speed of light c = 1
µ0"0

was substituted, and we reiterate that our media
are assumed to be lossless and therefore "r is strictly real. Further, since we are assuming isotropic
media we express the permittivity as a scalar quantity, although the solution technique easily
generalizes to anisotropoic media wherein the permittivity is tensor-valued and thus 1

"r(x)
becomes

"r�1. Equation (5) is an ordinary eigenvalue problem with eigenpairs (
�!

c
�2 , H), however, it is

important to remember that solutions to Eq. (5) must also satisfy Eqs. (3) and (4) to be physically
valid. A similar eigenvalue problem for the electric field E could have been formulated, although
a generalized eigenvalue problem would have been obtained. The choice of solution field, i.e. H

or E, is further discussed in Sec. 2.2
Bloch’s theorem [54,55] allows the magnetic field in a periodic medium to be expressed over a

single unit cell as
H(x) = Hp(x) ei ·x, (6)

where Hp is a periodic function with the same periodicity as the medium and  is a wave vector.
Substituting Eq. (6) into Eq. (5) yields the ordinary eigenvalue problem

AHp(x) = (r + i) ⇥
1
"r(x)

(r + i) ⇥ Hp(x) =
⇣!

c

⌘2
Hp(x) , (7)

which is solved over a single unit cell for the pair (
�!

c
�2 , Hp). From Eqs. (6) and (7) we see that

H is a wave that propagates with frequency ! in the direction . In bandgap structures there
exists intervals [!1,!2], i.e. bandgaps, in which no waves propagate.

2.2. Planewave expansion

A finite dimensional basis is used to approximate H and solve Eq. (7) numerically. There are a
number of possible bases, each with their own advantages and limitations [56]. Perhaps the most
common basis in numerical methods is a finite element basis [57], which has the advantage of
easily enforcing the required solution continuity through the use of vector finite elements, e.g.
H-curl finite elements enforce tangential vector continuity [58]. Due to their immense applicability
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and popularity across many disciplines, open source finite element codes are widely available,
such as the moduluar finite element methods (MFEM) library [59]. The main disadvantage
of a finite element basis is the di�culty of enforcing the transversality requirements [56]. As
mentioned in Sec. 2.1, all computed solutions of Eq. (7) must also satisfy Eqs. (3) and (4) to be
physically valid. Solving Eq. (7) numerically without a transversality constraint will yield many
zero-valued eigenvalues [56] which do not satisfy Eqs. (3) and (4), These spurious solutions could
be removed after the calculation, but this technique would be quite computationally wasteful. A
much better choice is the use of a planewave basis, which has become the standard practice for
photonic band analyses since it was first presented two decades ago [56].

A planewave basis is used to approximate Hp as

Hp(x) =

N’
m=1

hmeiGm ·x (8)

where Gm are the reciprocal lattice vectors of the unit cell and hm are the unknown degrees of
freedom (DOF) in wavevector space [56]. Substituting Eq. (8) into Eq. (6) and inspecting the
resulting Eq. (4) reveals a major advantage of the planewave basis. We see that the transversality
requirement reduces to

r ·

 
N’

m=1
hmei(Gm+)·x

!
= 0, (9)

which further reduces to
hm · (Gm + ) = 0. (10)

Since Gm +  is known, the above Eq. (10) constraint on hm is easily enforced by expressing

hm = h1
me1 + h2

me2 (11)

where e1 and e2 are orthogonal unit vectors that are perpendicular to Gm + , and solving for
the unknown DOF h1

m and h2
m. The transversality constraint would not be so easily enforced

had Eq. (5) been formulated for the electric field E, due to the presence of "r(x) in Eq. (3).
By choosing H as the solution field, satisfying r · H(x) = 0 e�ectively satisfies Eq. (4), since
µr(x) = 1, and Eq. (3) will automatically be satisfied by expressing hm via Eq. (11) [56].

Bandgap optimizations only require calculation of a few of the lowest modes, and thus for
large problems an interative eigenvalue solver is significantly more e�cient than a direct solver.
Fortunately, the linear operator in Eq. (7) is symmetric positive-definite [1], and as such iterative
methods, e.g. locally optimal block preconditioned conjugate gradient (LOBPCG) [60], may be
used. A key feature of iterative methods is that they only require matrix-vector products, rather
than explicit matrices. In other words, the linear operator of Eq. (7) is never computed and stored,
only its action on vectors is required. To further hasten calculations, the dimension of the basis N,
and therefore the cuto� magnitude of Gm, is selected such that a discrete Fourier transform (DFT)
can be used to transform between planewave and spatial representations [56]. This does of course
restrict the lattice unit cells to those which can be represented by rectangular prisms, due to the
uniform spatial discretization required for a DFT. Ultimately, the matrix-vector products are
computed in O(n log n) time using the technique described in [56], the curl operations become
cross products in wave vector space (O(n)) and the inverse permittivity is applied locally (O(n))
once a DFT (O(n log n)) transforms solutions between wavevector and physical space. The
limiting factor becomes the two DFTs required for every matrix-vector product, although this
calculation is quite e�cient using the Fastest Fourier Transform in the West (FFTW) library
[61]. To further improve the computational e�ciency, the calculations are parellelized; the curls
computed in wavevector space are embarrassingly parallel, while the DFTs performed by FFTW
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are parallelized along one spatial dimension. A further advantage of the planewave basis is
the availability of an accurate preconditioner [56], which is crucial for rapid convergence of
LOBPCG.

An open-source planewave expansion library, Maxwell Photonic Bands (MPB), is available,
although the method was implemented from scratch in this work to facilitate the design sensitivity
calculations. The only di�erence between the implementation used to generate the results in
this paper and that described in [56] is the lack of permittivity smoothing here. This omission
eases the sensitivity calculations, and any inaccuracies incurred by it are mitigated by refining the
computational grid [56], which is done in our nested mesh refinement. Further, the generalization
of permittivity smoothing to handle anisotropic materials [56] was not required here.

2.3. Photonic bandgap calculation

To predict the presence of a complete photonic bandgap, the propagating modes must be computed
from Eq. (7) for all unique wave vectors  in reciprocal lattice space [1]. Fortunately, the region
of nonredundant wave vectors, i.e. the irreducible Brillouin zone (IBZ) denoted as B : R3 , is
reduced for lattices possessing domain symmetries [62]. This work will consider, without loss of
generality, orthorhombic crystals, due to their ease of computational implementation. B is simply
a square, i.e. 1/4th of the unit cell cross-section, in 2D and an octant, i.e. 1/8th of the unit cell,
in 3D with orthorhombic symmetry [62], cf. Figure 1. To be clear, all design parameterizations
are 3D, but they will be optimized for both complete 2D bandgaps, where  is restricted to lie in
the x � y plane, and complete 3D bandgaps where no such restriction is enforced. Note that a
topology optimization scheme to overcome the di�culty of non-rectangular symmetry cells has
been developed [34], although it is not needed here.

Fig. 1. Irreducible Brillouin zones of unit cells with orthorhombic symmetry

The bandgap-midgap ratio between bands m and m + 1 is defined as

✓! =
�!

!̄
=

min !m+1() � max !m()
1
2 (min !m+1() +max !m())

8 2 B, (12)

where B is the appropriate irreducible Brillouin zone for the unit cell. The bandgap-midgap
ratio’s scale invariance makes it preferable over the absolute bandgap �! as a performance
metric [1]. Indeed, invariance ensures the lattice size of a photonic crystal may be scaled to shift
the bandgap, i.e. !̄, without changing ✓! . Note that ✓! lacks di�erentiability from both the
min/max operations and the potential for degenerate eigenvalues. These matters are addressed in
Sec. 2.4.3. Figure 2 displays an example dispersion plot with a gap between modes m = 3 and
m + 1 = 4, with the gray region denoting the bandgap [!1,!2]. Notice that only the edges of B,
denoted as @B, are included in the plot, since band extrema are rarely located on the interior of B
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[34]. A statistical analysis of band extrema location discovered that this assumption works best
for crystals with high symmetry [63]. Therefore, only @B is included in our objective function
calcluation, but a full B discretization is computed a posteriori to ensure our designs truly have a
bandgap.

Fig. 2. Representative dispersion plot for 2D  2 @B

Previous work suggested that optimizing

✓� =
min �m+1() � max �m()

1
2 (min �m+1() +max �m())

8 2 @B, (13)

where � =
�!

c
�2, is equivalent to optimizing Eq. (12) and results in better optimization

performance [34]. Thus, all optimizations in this work use Eq. (13) as the objective function,
however, dispersion plots will be presented displaying the normalized frequency !a

2⇡c for a unit
cell of size a, as is customary. Fortunately, the eigenvalue computations at each wavevector are
embarrassingly parallel, producing e�cient strong scaling of the Brillouin scan. Note that the
dependence of ✓� on design variables was omitted here, but will be reconsidered in Sec. 2.4.4.

2.4. Topology optimization

Topology optimization distributes material in a design domain to generate optimal structures [17].
Traditionally, the structure⌦ is defined by a material indicator function � : Rh

! {0, 1} such that
⌦ = {x 2 Rh

| �(x) = 1}, i.e. indicator values of �(x) = 1 correspond to the presence of solid
material and values of �(x) = 0 correspond to void space at location x. The resulting integer
programming problem is ill-posed due to a lack of inherent length scale [64]. A restriction method,
such as a perimeter constraint [65], provides a minimum length scale and results in a well-posed
problem, but the di�culty of the integer programming formulation remains. Convexifying the
design space by replacing the binary-valued material indicator with the continuous volume
fraction ⌫ : Rh

! [0, 1] enables the use of e�cient, gradient-based optimization algorithms,
and the use of alternative restriction techniques, such as a slope constraint [66] and filtration
[67]. Unfortunately, designs now contain intermediate material regions where ⌫(x) 2 (0, 1),
as opposed to purely void and solid regions where ⌫(x) = 0 and ⌫(x) = 1, respectively. Often
times additional measures must be taken to limit the extent of the intermediate volume fraction
regions. For example, employing a material interpolation scheme [68–70] that penalizes the
sti�ness-to-weight ratio at locations where ⌫(x) 2 (0, 1) in conjunction with a mass constraint [18]
works well in the standard compliance topology optimization problems. Fortunately, photonic
bandgap optimization problems are well-posed whence they do not require length scale control
and when replacing the indicator function with the volume fraction to convexify the design space
they naturally tend to binary designs, alleviating the need for material penalization schemes.
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2.4.1. Design parameterization

The design variables di in this work are the values of the volume fraction over a set of “voxels”
which discretize the unit cell, and thus the volume fraction field is piece-wise uniform. As
mentioned in Sec. 2.3, orthorhombic symmetry will be considered thoughout this work. This
symmetry is enforced by allowing only the design in the symmetry cell to change freely, i.e. by
allowing each voxel in the symmetry cell to have its own volume fraction. The full unit cell
design is obtained by mapping the symmetry cell design throughout the unit cell, as demonstrated
by the 2D example in Fig. 3.

Fig. 3. Example 2D design parameterization with orthorhombic symmetry, dashed lines
mark symmetry planes

The well-known “checker-boarding” phenomenon often observed in structural topology
optimization due to the inherent ill-posedness of the problem [64] is naturally avoided when
optimizing bandgap structures, as evidenced by numerical results [34,35,37,38] and theoretical
considerations [40,41]. Nonetheless, a filtration technique is employed here to impose a minimum
length scale to ensure manufacturability and to hasten convergence of the optimization. To this
end, the “cone filter” presented in [67] is extended to periodic unit cells with imposed domain
symmetry. The filter works by replacing the volume fraction with a smoothed, i.e. filtered,
volume fraction field ⌫̃. In this way a highly oscillatory ⌫, which yields small scale features, is
replaced by a smooth ⌫̃. The cone filter uses a mesh-independent weighting of volume fraction
that varies linearly with distance r such that

⌫̃(x) =

π
Br(x)

K(x � y) ⌫(y) d⌦y (14)

where K is the linear kernel and Br(x) is a ball of radius r centered at x. Upon discretization we
obtain the discrete filtered volume fractions of the voxels d̃i from

d̃i = Wijdj, (15)

where

Wij =
W̃ijÕ
i W̃ij

, (16)

with
W̃ij = max

�
0, r � | |xi � xj | |2

�
, (17)

in which xi is the centroid of voxel i and | | · | |2 is Euclidean distance. Note that the entries
are “normalized” such that the sum of each row of W equals 1. Extending this filter to a
periodic domain is achieved by computing | |xi � xj | |2 as the minimum distance between xi and
all valid positions of xj in neighboring unit cells. Further, domain symmetry is accounted for by
computing Wij at each voxel centroid in the unit cell, and then adding all contributions to their
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corresponding voxel in the symmetry cell. These operations are demonstrated in 2D by Fig. 4
and easily generalize to 3D. Note that the symmetry operations lead to “double counting” the
contribution of elements near a symmetry cell boundary. The minimum length scale is roughly
enforced by the selection of r; smaller values allow for smaller features.

Fig. 4. Cone filter kernel Br(x)K(x � y) in 2D at various locations displayed in unit cell
(top row) and symmetry cell (bottom row), dashed lines mark symmetry planes

2.4.2. Material interpolation

The solid phase volume fraction ⌫ a�ects the design as we use a linear material interpolation
scheme for the relative permittivity while solving Eq. (7), i.e.

"r(x) = "0 + ⌫̃(x) ("1 � "0) , (18)

where ⌫̃(x) is the filtered volume fraction so that the relative permittivity "r(x) is that of the
solid phase "1 when ⌫̃(x) = 1 and that of the vacuum "0 when ⌫̃(x) = 0, respectively. Previous
work has reported that when designing for maximal bandgaps using this interpolation, optimal
structures naturally tend to binary designs, i.e. ⌫̃(x) ⇡ 0 or ⌫̃(x) ⇡ 1, in both 2D [10] and
3D [34,38] applications, which follows intuition that high dielectric contrast leads to large
bandgaps [1]. Convergence to binary structures was also observed in 2D phononic bandgap
topology optimization [35]. In agreement with previous works, our optimized structures naturally
converged to binary designs eliminating the need for a nonlinear material interpolation scheme.

2.4.3. Objective function smoothing

As previously mentioned, the bandgap-midgap ratio defined in Eq. (13) lacks the di�erentiability
required to use gradient-based optimization solvers, such as the method of moving asymptotes
(MMA) [71] or interior point methods, e.g. IPOPT [72]. There are two distinct sources of
non-smoothness, but fortunately both can be alleviated with the same technique. Repeated, or
degenerate, eigenvalues are a well known issue plaguing eigenvalue optimization problems [26].
Consider a symmetric, matrix A which depends on design variables d. If A has eigenpairs (�,�)
which satisfy A� = ��, the simple eigenvalues � can be di�erentiated with respect to a particular
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design parameter di as [26]
D�
Ddi
=

1
�T�

�T @A

@di
�, (19)

where D denotes a total derivative and @ denotes a partial derivative. It becomes clear that
Eq. (19) admits infinitely many solutions in the case of repeated eigenvalues, wherein there are
an infinite number of valid eigenvectors � in a hyper-plane with dimensionality equal to the
eigenvalue’s multiplicity [26]; as such, the derivative is not defined. Albeit, it is possible to
compute directional eigenvalue derivatives using the generalized gradient method [30], however,
most nonlinear programming algorithms cannot work with directional derivatives.

It was proven that a symmetric polynomial of eigenvalues, �i for i = 1, . . . , n, is a di�erentiable
function, provided the set is isolated, i.e. . . .  �0<�1  . . .  �n<�n+1  . . . [51]. Inspection
of the inequalities reveals that the symmetric polynomial remains smooth even if the isolated set
contains degenerate eigenvalues. This is an extremely powerful result that can be used to remove
the eigenvalue degeneracy issue from topology optimization. Specifically, a “p-norm” function
defined on a vector a as

lp(a) =

 ’
i

ap
i

! 1
p

, (20)

is a symmetric polynomial raised to an exponent. We note that the usual p-norm absolute value
is ignored since we assume ai>0. Thus, approximating the mode m eigenvalue

�m() ⇡ �̃m() =

 
m’

i=1
�i()

p

! 1
p

, (21)

and the mode m + 1 eigenvalue

�m+1() ⇡ �̃m+1() =

 
M’

i=m+1
�i()

�p

! 1
�p

, (22)

where M is su�ciently large to capture all repeated eigenvalues of �m+1(), yields smooth
approximations provided �m , �m+1. Although �m , �m+1 is not guaranteed across the entire
design domain, the assumption is justified since it must hold for our bandgap designs. Note
that our smooth approximation further requires �M , �M+1, although any errors introduced
if �M = �M+1 are negligible in the sensitivity analysis provided �p

M � �p
m+1. So clearly, the

accuracy of Eqs. (21) and (22) is also controlled by the value of p, which must be su�ciently
large to obtain a reasonable approximation, although poor optimization convergence is likely if p
is too large. Substituting the approximations from Eqs. (21) and (22) into Eq. (13) produces

✓� ⇡
min �̃m+1() � max �̃m()

1
2
�
min �̃m+1() +max �̃m()

� 8 2 @B, (23)

which e�ectively alleviates the non-di�erentiability caused by eigenvalue degeneracy.
Equation (23) still lacks the necessary di�erentiability for gradient-based optimization due

to the min/max operations. Equation (20) is therefore applied to smoothly approximate these
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operations as

max �̃m() ⇡ �̃1 =

 N’
i=1
�̃m( i)

p

! 1
p

 2 @B (24)

min �̃m+1() ⇡ �̃2 =

 N’
i=1
�̃m+1( i)

�p

! 1
�p

 2 @B, (25)

where N is the number of wave vectors chosen along @B. Substituting Eqs. (24) and (25) into
Eq. (23) reveals the di�erentiable bandgap-midgap ratio approximation

✓� ⇡ ✓̃� =
�̃2 � �̃1

1
2
�
�̃2 + �̃1

� . (26)

2.4.4. Sensitivity analysis

As previously noted, the bandgap-midgap ratio will be influenced by the solid material volume
fraction, which is parameterized by a set of design variables d. Thus, the derivative of Eq. (26) is
required with respect to each design parameter di to perform e�cient gradient-based optimization.
The chain rule is used to compute each derivative according to

D✓̃�
Ddi
=
@✓̃�

@�̃1

D�̃1
Ddi
+
@✓̃�

@�̃2

D�̃2
Ddi

, (27)

which requires
@✓̃�

@�̃1
=

�4�̃2�
�̃2 + �̃1

�2 (28)

and
@✓̃�

@�̃2
=

4�̃1�
�̃2 + �̃1

�2 . (29)

To compute the total derivatives D�̃1
Ddi

and D�̃2
Ddi

, the derivative of Eq. (20) for a design dependent
input vector a is evaluated via the chain rule as

Dlp(a)
Ddi

=
’

j

@lp(a)
@aj

Daj

Ddi
, (30)

where
@lp(a)
@aj

=

 ’
k

ap
k

! 1
p�1

ap�1
j . (31)

Eq. (30) is applied to evaluate the derivatives of Eqs. (24) and (25), and then again applied to
evaluate the derivatives of Eqs. (21) and (22), which are required for the chain rule applications.
As discussed in Sec. 2.4.3, we see that the errors in the derivative computations of Eqs. (22) and
(25) due to �M = �M+1 are small if �p

M � �p
m+1. Note that in the smooth minimum approximations

we employ a negative exponent, i.e. �p, and therefore a�p�1
j , cf. Equation (31), becomes very

small for large aj and large p.
At this point, only the derivatives of the eigenvalues D�

Ddi
remain. Despite the possibility for

degenerate eigenvalues, Eq. (19) may be utilized with assured smoothness through the use of
symmetric polynomials [51]. Computing Eq. (19) requires the discretized matrix-vector product
@A

@di
�, which may be computed using the matrix-free technique described in Sec. 2.2 with the
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caveat of multiplying by D
Ddi

⇣
1

"r(x)

⌘
, rather than 1

"r(x)
, after transforming the solution via DFT

to physical space. This technique may be feasible for a small number of design variables, but
will likely become computationally prohibitive for the large number of design variables used in
topology optimization. Fortunately, a more e�cient technique to compute the D�

Ddi
exists when

design variables have local support, which is the case in topology optimization. To see this we
examine a weak formulation of the eigenvalue problem, which is obtained by integrating the dot
product of Eq. (5) with an arbitrary weighting function w over the computational domain ⌦ asπ

⌦
w(x) ·

✓
r ⇥

✓
1
"r(x)

r ⇥ H(x)

◆◆
d⌦ =

π
⌦

w(x) · �H(x) d⌦. (32)

The vector identity
r · (a ⇥ b) = b · (r ⇥ a) � a · (r ⇥ b) (33)

is then applied to move a derivative from the solution field H to the weighting function w. Indeed,
substituting a = 1

"r
r ⇥ H and b = w converts Eq. (32) to

π
⌦
r ·

✓✓
1
"r(x)

r ⇥ H(x)

◆
⇥ w(x)

◆
d⌦ +

π
⌦

✓
1
"r(x)

r ⇥ H(x)

◆
· (r ⇥ w(x)) d⌦

= �

π
⌦

w(x) · H(x) d⌦,
(34)

and applying the divergence theorem to the first integral yieldsπ
@⌦

n̂(x) ·

✓✓
1
"r(x)

r ⇥ H(x)

◆
⇥ w(x)

◆
@⌦ +

π
⌦

✓
1
"r(x)

r ⇥ H(x)

◆
· (r ⇥ w(x)) d⌦

= �

π
⌦

w(x) · H(x) d⌦,
(35)

where n̂ is the outward facing normal vector. Finally, the periodic boundary condition annihilates
the boundary integral leaving the eigenvalue problem of finding the admissible H such thatπ

⌦

1
"r(x)

(r ⇥ H(x)) · (r ⇥ w(x)) d⌦ = �
π
⌦

w(x) · H(x) d⌦. (36)

for all admissible w. Here we see that upon discretization, Eq. (36) is of the form AH = �H.
Taking the variation of Eq. (36) yieldsπ

⌦
�

✓
1
"r(x)

◆
(r ⇥ H(x)) · (r ⇥ w(x)) d⌦ +

π
⌦

1
"r(x)

(r ⇥ �H(x)) · (r ⇥ w(x)) d⌦

= ��

π
⌦

w(x) · H(x) d⌦ + �
π
⌦

w(x) · �H(x) d⌦.
(37)

where we use Eq. (36) to cancel the �w terms, since �w is admissible. Assigning the arbitrary
weighting function w = H yieldsπ

⌦
�

✓
1
"r(x)

◆
(r ⇥ H(x)) · (r ⇥ H(x)) d⌦ +

π
⌦

1
"r(x)

(r ⇥ �H(x)) · (r ⇥ H(x)) d⌦

= ��

π
⌦

H(x) · H(x) d⌦ + �
π
⌦

H(x) · �H(x) d⌦,
(38)

which reduces toπ
⌦
�

✓
1
"r(x)

◆
(r ⇥ H(x)) · (r ⇥ H(x)) d⌦ = ��

π
⌦

H(x) · H(x) d⌦, (39)
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where we again used the fact that Eq. (36) holds for the admissible w = �H. Solving for �� leaves
the expression

�� =

✓π
⌦

H(x) · H(x) d⌦
◆�1 π

⌦
(r ⇥ H(x)) · �

✓
1
"r(x)

◆
(r ⇥ H(x)) d⌦. (40)

Upon evaluating �� with respect to a variation in the voxel i filtered volume fraction d̃i, we obtain

D�
Dd̃i
=

✓π
⌦

H(x) · H(x) d⌦
◆�1 π

⌦
(r ⇥ H(x)) ·

D
Dd̃i

✓
1
"r(x)

◆
(r ⇥ H(x)) d⌦. (41)

We notice here that upon discretization Eq. (41) is of the same form as Eq. (19). Equation (41)
is advantageous for the eigenvalue derivative computation because the second integral is only
non-zero over the voxel i corresponding to filtered design variable d̃i. The key to using this
technique with a plane wave basis is to compute r ⇥ H in wave vector space and then obtain
the physical vectors from a DFT. Also, many eigenvalue solvers scale the eigenvectors such thatØ
⌦

H(x) · H(x) d⌦ = 1, so this global integral may not need to be computed. The execution
time will likely be many orders of magnitude (problem size dependent) faster than treating local
design variables as if they were global and using Eq. (19). Finally, the chain rule is completed by
evaluating the derivative of the permittivity in the voxel i, i.e.

D
Dd̃i

✓
1
"r

◆
=

�1
"2

r

D"r
Dd̃i

, (42)

where D"r
Dd̃i

is obtained by di�erentiating Eq. (18) as

D"r
Dd̃i
= ("1 � "0) . (43)

The above procedure is used to obtain derivatives of ✓̃� with respect to filtered volume fractions d̃i,
however, we must supply derivatives with respect to the design variables dj to the NLP algorithm.
Di�erentiating Eq. (15) provides the required relation

Dd̃i

Ddj
= Wij, (44)

so that we may finally compute

D✓̃�
Ddj
=

D✓̃�
Dd̃i

Dd̃i

Ddj
=

D✓̃�
Dd̃i

Wij. (45)

The steps outlined above are used to compute the sensitivity of the objective function with
respect to the volume fraction of each voxel in the unit cell. However, since only the volume
fractions of voxels in the symmetry cell are free design variables, the sensitivity contributions
from each voxel in the unit cell must be appropriately allocated to its corresponding voxel in the
symmetry cell. For a 3D design parameterization with orthorhombic symmetry, the sensitivity
contributions from the 8 symmetry reflected voxels in the unit cell are summed to compute the
sensitivity with respect to the volume fraction of their corresponding symmetry cell voxel.

2.4.5. Nested mesh refinement

The full dispersion analysis required to predict a photonic bandgap becomes a computationally
expensive endeavor as the solution basis and the discretization of @B are both refined. Parallel
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calculations speed the analysis considerably; each eigenvalue calculation can be parallelized
along one-dimension of the unit cell, while the scan of the Brillouin zone boundary @B is
embarrassingly parallel, as noted in Sec. 2.3. Unfortunately, the calculation wall clock time can
still exceed a few hours on an advanced supercomputer when the number of design variables
exceeds 103, despite leveraging multi-level parallelism. To further reduce the computational cost
of our 3D studies, a nested mesh refinement technique is developed.

Nonlinear progamming is used to solve the bound-constrained optimization problem

maximize
Æd

✓̃�

subject to 0  dj  1,
(46)

where ✓̃� is defined in Eq. (26). Note that modes m, and thus m + 1, are selected a priori. We use
a reduced space approach whereby the Maxwell equations are strictly enforced and accounted for
in the sensitivity analysis presented in Sec. 2.4.4. The discrete representation of the symmetry
cell begins as a coarse grid of only 23 voxels whose volume fractions are randomly assigned. This
symmetry cell is subsequently reflected within the unit cell to enforce orthorhombic symmetry,
corresponding to an analysis grid of 43 voxels. We then solve the topology optimization problem
on this coarse grid. Upon convergence, the optimized design field is uniformly refined, cf.
Figure 5, and a subsequent optimization begins from the converged coarse design. Note that this
uniform refinement does not change the physical structure (sans filtering), but rather subdivides
each voxel in the symmetry cell into 8 sub-voxels, whose volume fractions serve as design
variables in the refined topology optimization problem. This process continues until the design
grid has been su�ciently refined to resolve the desired feature size. It is also recommended to
refine the grid at least twice to achieve reasonable bandgap predictions.

Fig. 5. Uniformly refined unit cells

2.4.6. Post-processing

A post-processing analysis of the optimized design is performed for two reasons. The first is
to interpret structures consisting purely of binary designs, and the second is to verify that the
photonic bandgap predicted by considering only a discrete set of vectors  on the Brillouin zone
boundary @B is valid, i.e. that there are no wave vectors  in the interior of B that will propagate
with a frequency that lies in the bandgap. Therefore, designs are thresholded by rounding volume
fractions to 0 or 1 such that voxels with intermediate volume fractions are removed and a binary
structure remains. The entire irreducible Brillouin zone, i.e. the interior B and boundary @B, is
then considered by analyzing this binary structure at wave vectors  from a uniformly spaced
sampling to ensure that the predicted bandgaps are valid. This uniform sampling of B consisted
of 11 samples per spatial dimensions, for a total of 1331  vectors. Fortunately, in all cases it
was determined that the bandgap predicted by scanning the boundary @B was consistent with the
bandgap predicted by scanning the entirety of B. Further, the thresholded binary designs were
often superior due to their sharper material contrast.
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3. Results and discussion

3.1. Complete 2D bandgaps

The techniques described in Sec. 2. were applied to design 3D photonic crystals with complete
2D bandgaps. The relevant numerical parameters that remain constant thoughout this work are
listed in Tab. 1. Structures with complete 2D bandgaps were designed by solving Eq. (46) with a
2D Brillouin zone such that @B is restricted to the x � y plane, with a  spacing of 2⇡

8a . The first
8 possible gaps are considered, which begin between modes 2 and 3, since it is impossible to
split modes 1 and 2 due their shared frequency of 0 at  = 0. Note that M from Eq. (22) was
selected such that 4 modes above the desired bandgap were computed, i.e. M = m + 4; this
was su�cient in all cases to ensure di�erentiability of the p-norm, i.e. such that �p

M � �p
m+1.

The filter radius r is selected a priori to limit feature size. Since r remains constant throughout
the mesh refinements, the filter will have no e�ect until the voxel spacing �x is smaller than r.
Thus, the filter is “activated” at some point in the mesh refinement process. It was observed
in practice that proper selection of r is paramount to achieving a bandgap structure. If r is too
large then the design may not have the necessary freedom to create a bandgap, while if r is too
small fine-scale features appear which are di�cult to fabricate and optimizations take longer to
converge. Specifically, the best results were obtained when r was selected in the range a

32<r< a
8 ,

which always activates the filter before attempting the fourth optimization on the 323 voxel unit
cell.

Table 1. Numerical Parameters

Description Symbol Value

void space relative permittivity "0 1.0

solid material relative permittivity "1 13.0

p-norm exponent p 30

@B discretization � 2⇡
8a

eigenvalue tolerance ✏� 1e-5

NLP tolerance ✏✓ 1e-5

The initial and optimal volume fractions, along with their corresponding dispersion plots, for
each step in the nested mesh refinement process are displayed in Fig. 6 for a structure exhibiting
a 2D bandgap between modes 5 and 6. A filter radius of r = 0.05a was selected. Note that the
initial design for the coarsest resolution is random. It is apparent that each design in the nested
mesh refinement process converges to roughly the same design as its predecessor. Geometric
features that cannot be fully resolved by the coarse discretizations appear with intermediate
volume fractions, but as the mesh is refined the designs tend toward binary, aside from the
interface smearing due to the filtering. As seen here, once a filter radius is selected to enforce a
minimum feature size, mesh refinements must occur until features with those sizes can be fully
resolved, resulting in a binary design without strictly enforcing this binary behavior.

An interesting observation is that the design performance is often over-estimated on the coarse
grid. Fortunately, this e�ect is reduced in each mesh refinement step as the simulations become
more accurate. Not surprisingly, design performance is decreased when the filter is activated, cf.
Figure 6. Note that this filter activation refers to a uniform mesh refinement that causes �x<r, i.e.
the design variables do not change. This follows intuition that a photonic bandgap prefers stark
material contrast, which is reduced when the filter smears the material interface. Despite these
e�ects, the increased design freedom due to mesh refinement usually improves performance.

The post-processsed unit cell and its corresponding periodic photonic crystal are illustrated
in Fig. 7, along with the dispersion plot from this binary design. Images of post-processed,
i.e. binary, designs throughout this work display only the solid material to better examine the
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Fig. 6. Nested mesh refinement for complete 2D bandgap

structure. The full B scan described in Sec. 2.4.6 was also performed to verify the bandgap
performance predicted by the @B scan.

Fig. 7. Post-processed photonic crystal with complete 2D bandgap between modes 5-6

Tables. 2 and 3 present the best 2D photonic bandgap structures obtained from 30 random
initial designs for each of the first 8 possible bandgaps. The post-processed performance of
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the best structures are also presented, along with the percentage of random initial designs that
yield bandgap structures. Although a formal study was not performed, our experience shows
that increasing the  spacing above 2⇡

8a results in a smaller percentage of initial designs yielding
bangdap structures.

Table 2. Summary of complete 2D bandgap optimizations (gaps 1-4)

3.2. Complete 3D Bandgaps

Designing photonic crystals with complete 3D bandgaps is considerably more di�cult than with
complete 2D bandgaps. Similar to the 2D bandgap study, 30 random initial designs were used
for each of the first 8 possible bandgaps, yet only 3 unique photonic crystals with complete 3D
bandgaps were obtained using the same r = 0.05a filter radius. The optimal designs at each
mesh resolution for the three successful 3D bandgap designs are displayed in Figs. 8–10, along
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Table 3. Summary of complete 2D bandgap optimizations (gaps 5-8)
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with their post-processed unit cells and dispersion plots. Many of the random initial designs
converged to the same optimal structure; specifcally, 19/30 converged to the design pictured in
Fig. 8 for m = 2, 6/30 converged to the design pictured in Fig. 9 for m = 5, and 7/30 converged to
the design pictured in Fig. 10 for m = 6.

Fig. 8. Photonic crystal with complete 3D bandgap between modes 2-3

Fig. 9. Photonic crystal with complete 3D bandgap between modes 5-6

It is interesting to note that the design in Fig. 9 is very similar to a previously published optimal
design [34]. This further validates the presented implementation. Also, it lends confidence
to the possibility that global optimum are obtainable by the nested mesh refinement strategy,
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Fig. 10. Photonic crystal with complete 3D bandgap between modes 6-7

since [34] used a fixed grid throughout the optimization. Additionally, it is promising that the
semidefinite programming reformulation in [34] produced the same result as the interior point
NLP algorithm employed here, implying a consistency between methods and further justifying
our lack of permittivity smoothing. An advantage of the proposed method over the semidefinite
programming method is the ability to easily incorporate other design parameterizations and
nonlinear constraints.

The structure displayed in Fig. 10 has not, to the knowledge of the authors, been previously
published. Although the performance does not exceed that of known structures, it is important
to have the capability to find new bandgap structures that may be more robust to defects, or
have better multi-functional properties. Extending the presented framework to other unit cell
symmetries or attempting to split higher modes with a more refined mesh could very well produce
novel bandgap structures with better performance than what has previously been produced.

3.3. Computational expense

Photonic crystal design for complete bandgap is a computationally expensive endeavor. The
discrete eigenvalue analyses resulting from the fully-vectorial formulation consist of real and
imaginary parts with two DOF per voxel, producing a discrete system with 4n3 DOF for an
analysis grid with n voxels along each spatial dimension of the unit cell. For context, the
eigenvalue problems derived from the 323 grids have 131, 072 DOF. Further, it is generally
required to compute the lowest ⇡10 eigenvalues, and it was necessary to analyze 32 and 92 
vectors along @B to design for complete 2D and 3D bandgaps, respectively. The NLP algorithm
generally converged within ⇡300 design iterations on each of the four nested mesh refinement
grids for a total of ⇡38,400 and ⇡110,400 eigenvalue analyses when designing for complete 2D
and 3D bandgaps, respectively. The 2D bandgap optimizations were solved on 512 processors,
while the 3D bandgap optimizations were solved on 1,472 processors, both requiring ⇡4 hours of
execution time. Nested mesh refinement significantly reduced the number of iterations required,
although the time savings were not computed since convergence to a bandgap structure from a
random initial design at the 323 grid resolution could not be obtained within the 24 hour time limit
of the Lawrence Livermore National Laboratory (LLNL) computing cluster used throughout.
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4. Conclusions

Topology optimization has successfully been applied to design 3D photonic crystals with complete
2D and 3D bandgaps. A technique for smoothing the bandgap-midgap ratio utilizes the symmetric
architecture of a “p-norm” function to remove nondi�erentiability issues caused by eigenvalue
degeneracies and min/max operations, allowing the usual gradient-based nonlinear programming
solvers to be employed.

Nested mesh refinement alleviates the computational burden from the high dimensional design
spaces required to optimize 3D bandgap structures. Optimal designs naturally converge to binary
structures after su�cient mesh refinement, and a periodic cone filter is successfully applied to
enforce a minimum length scale in the optimized designs.

The presented framework is general enough to design photonic crystals with any domain
symmetry, provided the unit cell is a rectangular prism. Three-dimensional photonic crystals
with orthorhombic symmetry were designed with complete 2D bandgaps between each of the
first 8 possible mode pairs, and complete 3D bandgaps between 3 di�erent mode pairs. The sizes
of the bandgaps presented here are competitive with the largest described in the literature.
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