
Published online in the ASME Journal of Mechanical Design
DOI - https://doi.org/10.1115/1.4055055

Toward Holistic Design of Spatial Packaging of
Interconnected Systems with Physical Interactions (SPI2) *

Satya R. T. Peddada1a, Lawrence E. Zeidnerb, Horea T. Ilies2c, Kai A. James3a, James T.
Allison1a

1Department of Industrial and Enterprise Systems Engineering
2Department of Mechanical Engineering
3Department of Aerospace Engineering

aUniversity of Illinois at Urbana-Champaign, Urbana, IL 61801
bRaytheon Technologies Research Center, East Hartford, CT 06108

cUniversity of Connecticut, Storrs, CT 06269
Emails: {speddad2,kaijames,jtalliso}@illinois.edu;
lawrence.zeidner@rtx.com; horea.ilies@uconn.edu

Abstract

Three-dimensional spatial packaging of interconnected systems with physical interactions (SPI2)
design plays a vital role in the functionality, operation, energy usage, and lifecycle of practically all
engineered systems, from chips to ships. SPI2 design problems are highly-nonlinear, involving tightly
constrained component placement, governed by coupled physical phenomena (thermal, hydraulic,
electromagnetic, etc.), and involve energy and material transfer through intricate geometric intercon-
nects. While many aspects of engineering system design have advanced rapidly in the last few decades
through breakthroughs in computational support, SPI2 design has largely resisted automation, and
in practice requires at least some human-executed design steps. SPI2 system reasoning and design
decisions can quickly exceed human cognitive abilities at even moderate complexity levels, thwarting
efforts to accelerate design cycles and tackle increasingly complex systems. Existing design methods
treat pieces of the SPI2 problem separately without a fundamental systems approach, are sometimes
inefficient to evaluate various possible designs and present barriers to effective adoption in practice.
This article explores a vision of a holistic SPI2 design approach needed to develop next generation
automated design methods capable of rapidly producing viable SPI2 design candidates. We review
several technical domains related to holistic SPI2 design, discuss existing knowledge gaps and
practical challenges, examine exciting opportunities at the intersection of multiple domains that can
enable comprehensive exploration of SPI2 design spaces, and present one viable two-stage SPI2
design automation framework. Holistic SPI2 design opens up a new direction of high industrial and
societal relevance for the design research community.

1 INTRODUCTION

SPI2, which is a new term introduced in this article, stands for Spatial Packaging of Interconnected
Systems with Physical Interactions, involves the spatial arrangement of components and interconnects
inside irregular three-dimensional volumes as shown in Fig. 1 (e.g., the complex arrangement of compo-
nents and connections underhood of a modern car, the performance of which is influenced by spatial
thermal, fluidic, electromagnetic, and other phenomena). SPI2 design problems are extremely difficult to
navigate. Holistic consideration of topological, geometric, and physics-based elements of SPI2 design

*Part of this work was published in the Proceedings of the ASME IDETC 2021 Conference, held virtually from August
17-19, 2021. [1]
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is an unsolved problem of central importance to some of humanity’s most pressing needs (e.g., energy,
transportation, medical devices, microelectronics, and more). SPI2 design practice is making very
incremental progress in archaic manual processes, and technological progress and society is suffering as
a result. Current SPI2 design still relies largely on human intuition and manual spatial configuration,
has resisted automation, and quickly exceeds human cognitive abilities at moderate levels of complexity.
Many elements of engineering system design have advanced well beyond the low level of maturity that
available SPI2 capabilities are currently stuck at. This lack of SPI2 design method maturity is currently
a dominant bottleneck for a very broad range of engineering design efforts, resulting in: 1) excessive
system design time and resource requirements, 2) limited sophistication with which SPI2 problems are
approached, and 3) the current reality that the packaging of many new technologies require several years
to evolve sufficiently for them to compete with efficiently packaged legacy technologies.

FIGURE 1: Diverse examples of systems that present 3D SPI2 spatial packaging and routing complexity,
subject to physical interactions, and exhibiting spatial accessibility challenges for life-cycle processes
(all of which typically involve manual design): A) the externals (components, wires, pipes and ducts
interconnecting components and engine features) of a commercial turbofan engine covering the limited
surface area of its core and fan case, B) the refrigeration unit for a truck trailer, C) an environmental
control system providing pressurization and cooling to commercial aircraft cabin air, and D) helicopter
avionics hardware, interconnected by wire harnesses and thermal management pipes and ducts to reject
electronics heat, presenting accessibility challenges in the front avionics bay.

Transition to holistic SPI2 design is a crucial ingredient for moving many novel technologies, waiting in
the wings as promising innovations, toward real systems, impacting areas such as fuel emissions [2],
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energy efficiency [3, 4], and miniaturization of medical devices [5–11]. Although SPI2 problems play a
central role in the functionality, operation, energy usage, and life cycle of practically most engineered
systems, the minimal level of support provided by the currently available design automation tools to the
design of SPI2 systems hinders their progress. Consequently, new SPI2 design automation methods are
needed that can further reduce the size of complex systems considerably, impacting applications such as
power-dense smart batteries [2], spacecraft cooling systems [12], satellites [13, 14], minimally-invasive
medical wearables [9–11], vehicles with more usable volume [15], and compact avionics and military
electronic systems [16, 17]. Engineers have labored for decades to improve spatial packaging density
across diverse domains such as in avionics [18–21], spacecraft systems [22], automotive packaging
[23], vehicle electrification [24], and spacesuit design [25, 26]. These advances, however, have largely
been incremental, and have depended heavily on the ingenuity of human experts. The more sweeping
advances needed in SPI2 design and sophistication are hindered by the current lack of a unified SPI2
design theory and associated practical methods. Other engineering design domains, such as material
distribution topology optimization (MDTO) [27] and aeroservoelastic system design [28], have realized
rapid progress in design capability and societal impact by successfully leveraging powerful design
automation methods to help navigate design spaces that are too complex for expert human cognition
alone. Advancement in SPI2 system design will require similar formalisms and methods that do not
yet exist. SPI2 design has been resistant to automation, in part, due to a lack of appropriate design
representations for comprehensive SPI2 problems that are compatible with potential design automation
strategies.

Please note that not all real-world interconnected systems require a holistic SPI2 design approach. For
instance, systems such as landline phones, electric clothing irons, and computer mice also contain
components, interconnects, and some physics-based design considerations. However, these packaging
design problems can be solved manually with existing tools. They are neither large in scale nor have tight
coupling between geometry and multiphysics domains. Thus, they can be designed successfully utilizing
existing tools and human design ingenuity. However, holistic SPI2 design is essential for accelerating the
advancement of systems such as aircraft, satellites, automotive engines, biomedical devices, and emerging
technologies that have intricate geometries, complex topological properties, multiphysics interactions,
complex manufacturability and operational requirements, and system dynamics considerations. Hence,
making even merely satisfactory SPI2 design decisions is quite challenging where one must account for
the inherent coupling that exists between different domains and design processes.

1.1 Objectives
The primary goal of this article is to define the holistic SPI2 design problem, review its constituent
research fields, identify existing technical gaps and challenges, provide a vision for design research
teams to address these gaps in SPI2 design theory and capability, and catalyze the creation of powerful
new SPI2 design methods and knowledge to take full advantage of the rich and complex design spaces
associated with SPI2 systems. This will enable practicing engineers to go beyond what is possible using
existing methods (usually based on packaging and routing design rules [29, 30], design heritage [31–33],
and expert intuition [34, 35]) and 1) mitigate the costly packaging bottleneck in 3D system design, 2)
enable a step change in the complexity of systems that can be optimally packaged, and 3) produce greater
system performance and functionality, with much smaller footprints, by explicit treatment of complex
design couplings through integrated design optimization methods. It must be noted that this article serves
as a preliminary attempt to consolidate different related aspects of the 3D SPI2 problem. The authors
believe that there is significant opportunity for broader advances in SPI2 design knowledge leading to
powerful SPI2 methods and tools, enabling a wide range of better engineered systems.
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The remainder of this article is organized as follows. In Sec. 2, we define the holistic 3D-SPI2 design
problem and its attributes. The differences between 3D SPI2 design and 2D VLSI (Very Large Scale
Integration) design are also discussed in detail. The individual elements of SPI2 design research are
discussed and previous related work in these areas is reviewed in Sec. 3. In Sec. 4 critical gaps in
SPI2 related research are articulated. Section 4.1 outlines the challenges associated with integrating the
different SPI2 problem elements. In Sec. 5 a vision for SPI2 research with potential for significant impact
is introduced. Section 6 discusses one viable SPI2 design framework, which is a two-stage approach
that was recently developed by the authors that utilizes new mathematical representations to tackle SPI2
design problems holistically. Finally, concluding remarks are presented in Sec. 7.

2 SPI2 PROBLEM DEFINITION AND ITS KEY ATTRIBUTES

The 3D Spatial Packaging of Interconnected Systems with Physical Interactions (3D-SPI2) problem can
be defined as optimal spatial arrangement of heterogeneous geometric components and interconnects
of often non-negligible sizes inside irregular three-dimensional volumes, along with the consideration
of their physics-based behavior, life-cycle processes, and system operating conditions. These design
problems cut across a wide swath of engineered-system domains that are vital to society (e.g., medical
devices, transportation, and computing hardware), and entail especially large design spaces (combin-
ing complex combinatorial/topological, geometric, parametric, and time-dependent decisions) that are
difficult to navigate either via expert human cognition or computational search. These have resisted
holistic treatment by potentially powerful design automation methods, and still rely largely on manual
(and sub-optimal) spatial placement by designers supported by computer-aided design (CAD) tools.
Designing SPI2 systems still requires highly skilled engineers who understand the engineering opera-
tion, manufacturing, assembly, testing, maintenance, and repair requirements. Moreover, design and
maintenance of large-scale systems such as aircraft and ships require thousands of person hours. During
maintenance and repair these systems’ capabilities are unavailable, thus increasing the required sizes of
fleets and the associated cost. Any advancement to overcome this bottleneck has potential for significant
technical and economic impact.
The SPI2 design problem:

1. Is fundamentally 3-dimensional and involves interconnected heterogeneous physical subsystems
and components with complex geometry and topology that functions within often complex,
irregularly-shaped enclosing volumes;

2. Includes interconnects of various types (ducts, pipes and/or wires, etc.), sizes, shapes, and require-
ments (curvature, proximity, non-proximity (if components need to be far apart), temperature,
electromagnetic interference (EMI), etc.) as well as various levels of spatial and topological
complexity, as illustrated in Fig.1;

3. Is governed by strongly-coupled physical interactions (e.g., thermal, hydraulic pressure, electro-
magnetic, thermo-mechanical, etc.) and by the influence of the spatial arrangement on system
behavior and performance;

4. Is characterized in 3D by solid components (casings, bays, etc.) that may have holes or spatial-
access ports. This, in turn, makes the topological considerations more subtle and complex1. For

1Compare, for example, the set theoretic complement of a 2D solid with holes, with the complement of the 3D solid
obtained by extruding the same 2D profile. The former is a 2D disconnected set, while the latter is a 3D connected set.
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example, an interconnect may pass through a hole of a component or bypass the hole and be routed
between components.

5. Must meet a diverse set of constraints that depend on a variety of functionally related considerations,
such as geometry (for ensuring both feasibility and connectivity), physics, material behavior, failure
mechanisms, assembly/disassembly, component accessibility, manufacturing, and repair.

6. Must attain desired value metrics: spatial packaging density, volumetric power density, product
life-cycle costs, system efficiency, system reliability, etc.

2.1 Complexity of SPI2 vs. VLSI
Significant work has been performed in VLSI circuit component layout, design, and routing optimiza-
tion [36, 37] for several board-based electronic applications. To an outside observer it may come as
a surprise that the VLSI design problem has been automated successfully while mechanical design
automation continues to be an active area of research. However, the reasons are not merely academic and
the fundamental differences between the two classes of design problems have been carefully documented
some time ago [38]. On the one hand, VLSI circuits are complex and efficient 2D systems [39] whose
design is carried out by a few well-integrated design tools. Moreover, the same manufacturing process
can be used to fabricate practically any VLSI circuit that can be designed. On the other hand, mechanical
designs, and specifically real-world SPI2 designs, are 3D systems (which adds a significant layer of
complexity) and have multiple diverse attributes such as components with complex spatial geometries (in-
cluding concave and convex surfaces), restrictive domains, arbitrarily-sized, irregularly-shaped bounding
volumes, interconnects of various types (pipes, ducts and/or wires, etc.) and radii, possible topological
network configurations [40, 41], strongly-coupled physical interactions (thermal, hydraulic pressure,
electromagnetic, etc.), are often large scale, and frequently encompass several other design challenges.
The large number of corresponding design tools are not well integrated, the manufacturing processes
are highly specialized, and human judgment, even using available software tools, is insufficient to attain
accurate, optimal designs or compare their size, weight, performance, and cost. In addition, these
systems need to meet spatial accessibility constraints to support safe and efficient manufacture, assembly,
maintenance, diagnosis, overhaul, repair, upgrade, replacement, and complex operational requirements.

3 SPI2 PROBLEM ELEMENTS

The SPI2 design problem consists of different intricately related technical elements that are individually
very challenging themselves. Practically most interconnected engineered systems contain a set of similar
or heterogeneous components and subsystems that comprise the system, the desired interconnects, the
physical environment in which the system operates, the functional constraints, the operating spatial
envelope, and the manufacturability, assembly/disassembly constraints. The SPI2 design goal is to find
the optimal 3D spatial component placement and routing of the interconnects that meet a variety of
constraint types (geometric, topological, physical, structural, manufacturing, etc.) and maximize system
value. As illustrated in Fig. 2, solving the SPI2 design problem requires methods to solve (1) the 3D
component placement and layout design [42,43] as well as (2) the 3D interconnect routing in a 3) physics-
based optimization framework, by utilizing 4) appropriate SPI2 design abstractions and representations
that adequately support the required geometric-, functional (connectivity, modularity)-, topological-,
and optimization-related computations. While additional considerations that may interact with the SPI2
system design (e.g., detailed component design, control systems, systems of systems factors), these four
elements of research are the focus in this article as they play a central role in developing holistic SPI2
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design methods. We review in the following subsections the state-of-the-art-methods in each of these
above four areas as they relate to SPI2 system design.
There exists some prior work where some of these above SPI2 elements have been combined together,
such as integrated component placement and routing design methods in Refs. [44–47]. An earlier survey
by Cagan and Shimada [47] discusses some optimal component placement and routing methods that
only focused on the spatial and geometric design problems. For instance, in Ref. [45], the authors
combined multiple objective functions, the component packaging density, the total routing length,
and overall system volume objective functions together into a weighted-sum objective function. The
interference detection constraints were added as penalty terms to this objective function to avoid infeasible
solutions. Previous optimization methods do address some SPI2 interaction elements but did not fully
account for the inherent coupling that exists between geometric, topological, functional, operational,
and multiphysics interactions (e.g., thermal properties, electromagnetic induction (EMI), hydraulics,
etc.) between components, interconnects, and the surrounding environment. Furthermore, the design
framework and computational models for these previously developed methods did not illustrate addition
of other vital design considerations such as life-cycle costs for maintainability, ease of monitoring and
diagnosis, accessibility, assembly and disassembly, repair, etc. The existing methods may perform much
better due to availability of powerful computational resources now than two decades ago. These methods
did not illustrate holistic SPI2 design optimization due to missing integration between specific SPI2
problem elements. Hence, there is a need to carefully review existing capabilities, explore the gaps, and
efficiently integrate the different SPI2 design features to advance the field. This review article does not
suggest neglecting prior work in spatial packaging but aims to integrate promising techniques with new,
flexible, computationally efficient, and robust SPI2 design automation methods.

FIGURE 2: SPI2 system design research has multiple facets, including four identified key design prob-
lem elements (3D component placement and layout design, 3D interconnect routing, physics-based
optimization framework, design abstractions/representations), and other design considerations such as
life-cycle and operational process metrics. Furthermore, SPI2 design research is applicable to a wide
variety of practical industry-relevant problems at various design scales (system-, cabinet-, or device-level
applications).
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3.1 3D Component Placement and Layout Design
3D component layout design is a 3D bin-packing problem [42] that can be formulated as a mathematical
optimization problem involving an optimal placement and orientation of components or objects [48–50]
within a given 3D volume based on some appropriately-defined objective function and constraints [51,52].
Unfortunately, these problems are known to be NP-Hard in combinatorial optimization [45, 53]. An
NP-Hard problem is one that is not solvable in polynomial time but can be verified in polynomial time.
Typical engineering systems are a combination of functionally and geometrically interrelated components.
The spatial location and orientation of these components affect severalphysical quantities of interest to
the designer, engineer, manufacturer, and the end user of the product. The 3D component layout design
concerns itself with determining the optimal spatial location and orientation of a set of components given
some design objectives and constraints. A typical 3D component placement formulation models the
layout problem as a volume minimization problem, often combined with a weighted sum of other design
objectives and penalties for constraint violation. Design objectives can include a variety of relevant
metrics such as the amount of cable used in the engine compartment of a car, the power density of an
electronic component, the packaging density of a drill, or the center of mass of a space vehicle. A key
constraint is the non-intersection of components [54] and non-protrusion of components outside the
design space. Other constraints include spatial relationships between components (e.g., turbomachinery
co-axially mounted on a shaft) and between a component and the packaging volume (e.g., gravity-based
orientation of fluid reservoirs).

The 3D geometric packaging problem is often formulated as an optimal component placement layout
problem [55, 56], where component geometries can be arbitrary [57–59], with multiple types of design
goals and spatial constraint satisfactions [47]. For practical purposes, the minimization of layout cost
functions is done under certain constraints imposed by design, fabrication, and operational requirements.
Most layout algorithms are restricted to a certain class of systems, and problem scale is limited (solution
can quickly become intractable due to its combinatorial nature). Problem variants differ by the particular
definition of their packaging constraints (presence of guillotine cuts, balancing and stability of the pack-
aging, possible overlapping of certain items, forbidden rotations of the items, etc.) and objective function,
going by the well-known names of knapsack, bin packing, strip packing, variable-sized pellet packing,
container loading, etc. Design automation methods for solving the optimal spatial packing problem have
been developed and studied previously in the context of many applications, such as vehicle assembly [60],
electronic module layout design [46, 61, 62], 3D container loading [63], bin packing [64], computer
animation [65], the layout of components in additive manufacturing [66], and automotive transmission
design [67]. Solution algorithms used in previous 3D layout design research can be generally classified
under three categories: gradient-free algorithms [68, 69], heuristic methods [31, 33], and gradient-based
algorithms [45, 70–72]. Optimization approaches have incorporated metrics such as packaging volume
and mass properties [73, 74], and additional solution methods include pattern search [75, 76] and ant
colony optimization [77].

Finally, recent progress in the field of 3D robotic manipulation has generated interest in fully automatic
robot bin picking and dense object packing in warehouses [78–80]. This can be leveraged for automatic
assembly of SPI2 systems. The 2017 Amazon Robotic Challenge (ARC) required stowing items into a
storage system, picking specific items, and packing them into 3D boxes. This approach requires tight
coupling between several disciplines such as computer vision, motion planning, robot grasp planning
and control. Picking random objects of different sizes and shapes within cluttered environments is a very
challenging task. This work is highly related to SPI2 and can therefore be leveraged for SPI2 design
automation using robots, except that interconnect routing and physics aspects are also involved. Similarly,
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robotics research in tactile sensing for manipulating cables, wires, and other deformable objects [81] can
be leveraged for performing complex interconnect routing in tightly constrained industrial applications.
Both robot object picking, and robot cable manipulation can be integrated together in future to design
hybrid robots that can assist practicing SPI2 designers and engineers.

3.2 3D Interconnect Routing
Since the 1970s, 3D interconnect/pipe routing design has been studied in various industrial domains [82],
such as transportation [83, 84], chemical process plants [85], oil and gas refineries [86], water treatment
and distribution [87], hydroelectric power [88], robotic path planning [89, 90], large-scale integrated
circuits [91, 92], and computing hardware [93, 94], and represents one of the most important aspects of
systems and operation integration. However, due to the complexity of routing systems and the diversity
of constraints involved, it is quite time-consuming and difficult to achieve a feasible routing design using
both manual experience and CAD-based design tools.

Historically, 3D pipe layout has been approached as a two-stage process. The first stage is optimal
equipment allocation, i.e., finding the spatial location of the equipment to minimize some measure of
cost and satisfy existing constraints, such as maximum distances between components and maintenance
access requirements. For routing based on a regular grid, Manhattan distances are often used to roughly
evaluate the total cost. The second stage is the determination of the 3D pipe routes that avoid collisions
and meet other constraints. Of course, the two steps are not independent of each other. As a result,
the sequential execution of these two stages must be iterated to identify an acceptable design. Several
options for pipe layout solution algorithms exist. Route planning algorithms have been developed for the
last six decades, starting with the well-known Dijkstra’s algorithm [95] for computing the shortest path
on a graph between two nodes. Various extensions and modifications have been proposed to improve
the search efficiency, including the heuristic algorithm proposed in Ref. [96] and those presented in
Refs. [97] and [98]. In 1961, Lee [99] proposed a maze algorithm to solve the problem of connecting two
points. Since route planning can be formulated as an optimization problem [100], there have been many
instances of modern optimization algorithms applied to optimal path planning, including those based on
genetic algorithms [69, 101, 102], ant colony [77, 103–105] and particle swarm optimization [29, 106],
simulated annealing [45, 72], pattern search [75, 76], and several other heuristic methods [33, 107].
Moreover, CAD-based routing algorithms [30, 108, 109], and cable simulation algorithms [110, 111]
using additive manufacturing technology have also been proposed for 3D pipe routing. With the advent of
autonomous robots, Dijkstra’s algorithm has also been extended to dynamic domains. Importantly, most
of these routing algorithms do not consider physical phenomena other than perhaps particle dynamics.

several related papers have been published in across multiple engineering disciplines, including electrical,
chemical, and aerospace engineering. 2D routing algorithms were developed for VLSI circuits with
fixed layouts based on the Manhattan distance and its variants [91]. Other 3D routing applications
include aero-engine externals routing [112,113], ship pipe routing [114–116], electrical harnesses routing
for vehicles [117], chemical plant pipe routing [85], electrical wire routing in buildings [118, 119],
field-programmable gate array (FPGA) design [120], piping for airbus landing gear bay [121], unmanned
aerial vehicle navigation [89], vehicle routing [107], and robotic path planning [90, 122].

Finally, it is interesting to note that the 3D pipe routing problem, which aims at placing non-intersecting
pipes between different components has been solved using the multi-agent path finding (MAPF) algo-
rithms [123] in robotics research as discussed in Refs. [124–126], where robots (or agents) should move
to given target locations from start locations in a known 3D system environment. 3D MAPF research
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could thus provide a basis for addressing the 3D interconnect routing problem, noting that the former
is dependent on dynamics of agents and the latter typically is a static problem. These Refs. [124–126]
also appeal to the community for a deeper exploration and implementation of the MAPF algorithms to
practical and complex 3D interconnect pipe routing problems. We have identified two promising MAPF
algorithms that can be appropriately modified and integrated into a holistic SPI2 design automation
framework. They are: 1) Prioritized Planning (PP) algorithms [127–129], wherein the pipes can be
ordered sequentially according to some fixed priority. Each higher-priority pipe then becomes an obstacle
for all lower-priority pipes that fall in the sequence; and 2) Priority-Based Search (PBS) [130], wherein
it allows several pipes to be routed simultaneously.

Commercial software tools such as Siemens - Flexible Pipe, SolidWorks Routing, M4 plant, Bentley
AutoPIPE, AutoCAD P&ID, COMSOL Pipe Flow, ProCAD P&ID, MATPIPE, CADprofi HVAC &
Piping, and others focus only on routing and piping design for fixed component layouts. An exhaustive
list of CAD piping and plant design tools can be obtained from the resources in Ref. [131]. In summary,
these tools are very powerful piping design tools but cannot be directly used for holistic spatial packaging
design as they are not integrated with component placement, system operational management challenges
such as component diagnosis, replacement and repair, and physics-based system-level performance
evaluations.

3.3 Physics-based Topology Optimization
As mentioned earlier, an important aspect of the SPI2 design research is to integrate the physical interac-
tions between the various components, interconnect flow passages, and any other elements as part of
the spatial component placement and routing optimization problem. Topology optimization, defined
here as the optimal placement of material in a 2D or 3D geometric domain, does take into account
models of physical behavior (for example, thermal, fluid, electromagnetic, mechanical stress, etc.). This
method class has been used across a range of engineering domains, including structural design for
maximum stiffness [132], multi-material properties [133], or component geometries for optimal heat
conduction properties [134, 135]. Problems that include multiple physical phenomena have also been
considered. De Kruijf et al., Takezawa et al. and Kang and James performed optimization studies which
included both structural and thermal conduction requirements [136–139]. The aerodynamic shape and
internal structure of a wing have been optimized simultaneously [140–142] considering the interaction
between aerodynamic loading and structural wing response. Topology optimization has also been used to
optimize the placement of components and their supporting structure [143,144]. Several feature-mapping
methods [145], including using B-spline curves [146–148] and level-set methods [149–151], exist that
can be leveraged to perform multi-physics multi-component topology optimization. This allows sections
of specific geometry, such as a pattern of bolt holes, to be distributed optimally within a structure.
Designs produced by topology optimization are often infeasible for traditional manufacturing methods
(subtractive, formative), but often can be made using additive manufacturing [152]. The design of
components that are more easily manufactured using traditional methods motivates the development of
methods that optimize designs made from standard material sizes and shapes, typically using ground
structure methods [32, 153]. The geometric projection methods in Refs. [154, 155] have also been
suggested to optimize structures made from stock materials.

Recent developments made in the geometric projection method [154, 156] and integrated layout design
of multi-component systems [143, 157–160] using topology optimization are highly relevant to SPI2
design research because these methods allow the decoupling of geometric parameterization from solution
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strategy. An initial investigation by the authors of using geometric projection methods for 2D SPI2
design problems can be found in Refs. [161–164]. The simultaneous physics-based packaging and
routing approach utilized in Refs. [165, 166] makes significant system volume reduction possible for
spatial packaging. The projection method of Norato et al. [154] was extended to allow devices of
arbitrary polygonal shape to be projected. Sensitivity analysis for this projection is provided to allow
the efficient use of gradient-based optimization methods. These methods could be extended to model
various combinations of physics; for example, fluid-thermal, thermal-electric or structural-fluid systems.
Finally, the geometric projection method is essentially spatial occupancy and derivatives, which has been
used in various contexts for a long time. It is one of several ways to connect an explicit parameterization
to a grid in a way that supports automatic differentiation.

In summary, standard topology optimization deals with material distribution within homogeneous
design spaces, while SPI2 involves spatial placement and connectivity of heterogeneous components
in heterogeneous design spaces characterized by coupled physical phenomena. This implies that the
corresponding optimization methods cannot be interchangeably used.

3.4 Mathematical Abstractions and Representations for SPI2 Design
Problems

A vital aspect of any engineering design optimization problem is the choice of mathematical abstraction
and design representation used for system modeling. On one hand, mathematical abstractions must
capture the system attributes that are relevant to design decisions. Moreover, the design representations
must have the accuracy and compatibility that are needed to support the required computations in an
efficient manner. For example, the abstractions used for SPI2 problems must capture the geometry and
topology of the SPI2 systems, and the SPI2 representations must integrate with physics considerations,
detailed geometric analysis, as well as navigation of formidable spatial topology (ST) decision spaces
as shown in Fig. 1(a). Since one of the main objectives of the SPI2 design problem is to determine
the optimal spatial location and topology of the interconnects (such as ducts, pipes or wires), in the
space defined by the spatial envelope as well as the system components and subsystems, these deci-
sions represent some of the most difficult elements of SPI2 problems. Unlike 2D systems, 3D systems
may contain crossings (i.e., junctions where two interconnects go over or under each other) and it is
important to have design abstractions and representations that can adequately capture the geometry and
topology of the space and adequately support the search for optimal solutions. The energy transfer
through SPI2 system elements materializes through complex geometric interfaces of geometric models
that may exist in different geometric representations. Importantly, no commercial CAD system or, to
the best of our knowledge, even research systems can handle models that have such a representation
mismatch and allow their geometry and spatial topology to simultaneously evolve as the optimiza-
tion progresses. Therefore, it is essential to develop unified geometric representations (UGRs) such
as Maximal Disjoint Ball Displacement (MDBD) method [167] to create novel models for quantify-
ing the geometric interfaceability of geometric models to support highly-coupled packaging optimization.

It must be noted that, even without considering physical aspects, the 3D spatial packaging problem
is exceptionally difficult. In solving complex design optimization problems, much depends on the
mathematical abstractions and representations that are used to describe the various features of this system
and system classes. To date, the authors have identified three important mathematical abstractions/rep-
resentations that are suitable for enumeration (individually listing or counting the possible number of
designs) and optimization of different initial SPI2 topological designs, namely spatial graphs, braids, and
homotopy classes (as shown in Figs. 3 and 4. A description of these three abstractions follows:
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FIGURE 3: (a) Spatial topologies one (ST1) and two (ST2) have the same system connectivity, but are two
unique 3D spatial topologies (STs) as there is no continuous deformation of component locations and
interconnect trajectories that can morph one topology into the other. Observe that in ST1, interconnects
1 and 2 are entangled (or linked) together while in ST2, they are free (interconnects 1 and 2 cannot be
continuously deformed in one topology to attain the other topology); (b) Spatial graph representation
of a 3D SPI2 system and its corresponding Yamada polynomial (mathematical abstraction that can be
operated upon).

1. Spatial Graphs are graphs embedded in a metric space [168]. A metric space is a non-empty set
together with a metric on the set. The metric is a function that defines a concept of distance between
any two members of the set, which are usually called points. [169]. In our prior work [170], we
have shown that spatial graphs can be used to represent, enumerate, identify, and generate unique
3D spatial configurations for 3D engineering system networks. An illustrative example is shown in
Fig. 5. A task for future work is to demonstrate the usefulness of this method in industry practice.
These graphs can take advantage of the theoretical and computational machinery developed in
the field of graph theory and their topological properties can be studied with tools developed
in knot theory. Mathematically, knots are tame embeddings. An embedding is a representation
of a topological object, manifold, graph, or other similar entity in a certain low dimensional
space that preserves its connectivity or algebraic properties [171]. A tame embedding is a closed
polygonal path in a three-dimensional space of circles in R3 and, informally, knot theory provides
the mechanisms needed to investigate whether a closed loop of strings, such as those appearing in
spatial graphs, is knotted and whether we can deform the loop in question into a circle without
cutting or breaking it. The spatial topology of a 3D system can be captured by a spatial graph
where components are the nodes, interconnections are the edges, and the ports are node valencies.
Node valency or node degree is the number of edges connecting it. For example, if the node
valency is 2, then the node has two edges connected to it.

2. Braids are related to knots but differ from them in that they are made of strings that are not
closed loops as shown in Fig. 4. The two concepts are related to each other via two well-
known results due to Alexander and Markov. Although one can, in principle, use braid theory
to study knot theory (and vice versa), there are reasons why one may need to use one or the
other to answer specific topological questions. The details of these reasons are beyond the
scope of this article. Importantly, braids and braid theory [172] can be used to abstract the
interconnect network within a 3D SPI2 system, which allows an enumeration of various braid-
based representations of the interconnect network, thus supporting the exploration of discrete
topological system configurations. In this context, specific braid and knot equivalence methods
can be leveraged to weed out redundant topologies. We observe that braid and knot theories have
been successfully used in other applications such as protein folding [173] and, very recently, in
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FIGURE 4: a) Two equivalent braids with corresponding braid words: [2 1 2] and [1 2 1], respectively; b)
Two different 3D interconnected spatial topologies (STs) enumerated using braid-based enumeration,
and c) four different STs of a system containing both hollow and solid components. ST-1, ST-2, and ST-3
come under different homotopy classes as the interconnects cannot be continuously morphed through the
hollow objects that they are passing through to attain the other 3D spatial topologies. Note: ST-1 and
ST-2 are different spatial topologies due to the knotted yellow interconnect.

multi-agent motion planning [174, 175].

3. Homotopy classes: Two continuous functions from one topological space are called homotopic
if one can be “continuously deformed” into the other; such a deformation is called a homotopy
between the two functions [176] and captures the notion of topological invariance of maps during
continuous deformations. For example, in robot path planning, two paths with common and fixed
endpoints are called homotopic if one path can be continuously deformed into the other without
crossing the obstacles within the region. A homotopy class of paths is a collection of homotopic
paths. Homotopy classes collect maps that share specific topological properties. Classification
of homotopy classes in two-dimensional spaces has been studied in the robotics literature using
geometric methods [177], probabilistic road-map construction techniques [178], and triangulation-
based path planning [179]. There are many applications in robot motion planning [180] where
it is important to consider and distinguish between different homotopy classes of trajectories
(paths followed by robots). A strategy for classifying and representing homotopy classes in a 3-
dimensional configuration space, using theorems from electromagnetism, has been proposed [180].
BiotSavart’s and Ampere’s Laws were used to define a differential 1-form, the integration of which
along trajectories gives an invariant for the homotopy classes of trajectories. This concept of
homotopy classes has been extended to defining different classes of 3D SPI2 problems into two
categories: 1) systems containing only solid components (closing infinite or unbounded objects),
and 2) systems containing both solid and hollow components (decomposing objects with genus >
1). For example, Fig. 4(c) shows two different spatial topologies of a SPI2 system, where the red-
colored interconnect in ST-3 passes through the torus, and outside the torus in ST-4, respectively.
The paths taken by the red-colored interconnect in ST-3 and ST-4 are not homotopic (or in other
words fall under two unique homotopy classes) as one path cannot be continuously deformed to
the other without cutting the torus. Such mathematical extensions are very valuable in identifying
unique system topologies for improving system design richness and flexibility.
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FIGURE 5: This is an illustrative example of how spatial graph representations are used to enumerate
unique spatial topologies (or configurations) of an automotive fuel cell system (AFCS); (a) shows the
different components of the 3D AFCS and their interconnections; (b) shows a sampling of three of the
several unique spatial graphs enumerated for the given AFCS; (c) and (d) are the planar and orthogonal
views, respectively, of the 3D models generated from their corresponding spatial graphs shown in (b).
The automated spatial topology enumeration method utilized here for navigating through the discrete
3D spatial topology options is discussed in our prior work in Ref. [163, 170]. The different 3D models
generated using spatial graphs can be utilized as initial design layouts for continuous multiphysics-
optimization in Stage 2 of the two-stage SPI2 design automation approach discussed in Sec. 6 of this
article.

4 EXISTING GAPS AND ASSOCIATED CHALLENGES

The main limitation of the current approaches used in component placement, interconnect routing, and
physics-based topology optimization is that they address these problems separately, rather than in a
combined manner that accounts for inherent coupling. In addition, current methods being used in practice
require frequent interactions with expert human designers and consider only geometric aspects of the
problem while neglecting important physical system properties such as operating temperature/thermal
loading, pressure drop, and aerodynamic and electromagnetic effects. Thus, existing methods may not
extend well to the general coupled SPI2 design problem. Existing methods can be utilized but must be
properly integrated into a new SPI2 design automation framework.

In addition, the amount of time required for a human designer to generate a feasible design and analyze its
performance limits the ability of engineers to explore these complex design spaces within a constrained
project timeline. Given sufficient time, existing strategies can produce some feasible designs, but they
may not be optimal given all of the system requirements and design couplings, and the complexity of
systems that can be considered is limited. In current practice, many aspects of the layout and routing
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problems are solved manually, which severely limits design capabilities for systems involving complex
component layout design and routing tasks (especially in cases with strong physical interactions). In
addition, the performance evaluation of the designs obtained from existing systems is left to human
designers.
This article relies on the premises that (1) a holistic approach to the SPI2 design problem is needed to
produce designs that are more compact, more complex, and higher-performing than current SPI2 systems,
and (2) such an approach requires fundamentally different abstractions and design representations than
those being used today.
We summarize here some of the most important knowledge gaps related to SPI2 design:

1. Lack of methods for Systematic exploration of the SPI2 design space: A critical gap is the lack
of methods to comprehensively search a SPI2 design space, such as those that have recently become
available for system architecture enumeration [181, 182]. An efficient enumeration technique of
the candidate solutions is required to navigate through the discrete 3D topology options possible
for SPI2 design.

2. Need for handling continuous and discrete elements together: One complicating attribute of
the SPI2 problem is that it contains both continuous (spatial locations, interconnect diameter, tra-
jectory, etc.) and fundamentally discrete (topology options, number of components, interconnects,
crossings, etc.) elements. Such a mix of elements is very challenging for current optimization
solvers. New design optimization techniques tailored to the SPI2 design problem that can efficiently
navigate the hybrid design space are needed, such as the two-stage approach discussed in Sec. 6,
and Ref. [162]. In addition, a unified geometric parameterization of both discrete and continuous
variables would enhance the efficiency of the optimization process and aid with improved problem
formulations.

3. Lack of common design language: SPI2 design research exists along the interfaces of several
engineering domains and applications. To communicate design knowledge effectively between
various communities of practitioners and domain experts, there is a need for common terminology
and constructs to address problem elements.

4. Need for flexible design representations: Existing design representations are developed to
support specific-SPI2 related problems elements, such as component placement and routing
treated independently, but cannot be utilized for creating general design methods for holistic SPI2
applications. Therefore, there is a need to develop more unified abstractions and representations
that support holistic modeling and that can capture the various SPI2 problem features with sufficient
expressivity.

5. Tailored SPI2 routing algorithms: Existing approaches widely use Manhattan distance for
pipe routing, but most SPI2 problems are not confined to regular grids. Therefore, improved
SPI2 system performance requires more flexible representations that support deformable models
in Euclidean spaces. In addition, optimal trajectory planning of pipe routing has not yet been
developed in the existing interconnect routing research. Such a capability, and particularly one
that operates in a multiphysics environment, would advance SPI2 design in several different ways.
For example, it would allow the optimal path planning of a pipe that must pass through prescribed
regions of space and physical fields while satisfying the connectivity constraints of the system.

6. Need for SPI2 data manipulation and interactive visualization tools: 3D SPI2 design problems
have heterogeneous elements, which makes the conceptualization of the design space quite chal-
lenging. Hence, there is a need for an interactive data manipulation tool aided by 3D visualization
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that helps practicing engineers to follow and study intermediate stages of the optimization process,
as well as compare multiple distinct SPI2 design solutions visually. Creating new tools of this sort
will require answering questions such as how can one model and merge geometric, topological, and
physical design aspects along with constraint spaces. These challenges may require investigation
into new meshing techniques, CAD representations, human data manipulation tools, and other
candidate SPI2 design support elements.

7. Lack of proper integration of human factors into SPI2 engineering design: For holistic SPI2
design, human-informed design is required for developing higher quality solutions to provide a
competitive advantage, improve end-user experience, and increase productivity and operational
efficiency of product design pipelines. For greater effectiveness and smoother industry adoption,
new SPI2 design research methods and tools must consider human factors such as physical
limitations of designers (size or abilities), cognitive nature and capacities, human safety and risk
prevention, consumer needs, training, and other related elements.

4.1 ASSOCIATED CHALLENGES
There are several challenges related to SPI2 research that should be addressed to support the holistic
design methods envisioned in this article:

1. Both 3D component placement and interconnect routing are NP-Hard problems. Therefore, as
the scale and complexity of the system increases, the number of possible solutions explodes
combinatorially, increasing decision-making cost significantly. The 3D topological space is vast
and challenging to navigate as there can be infinite design options depending on the tuning
parameters. Therefore, it is essential to have sampling strategies that can cover the design space
thoroughly and efficiently.

2. The 3D-SPI2 problem is a highly nonlinear optimization problem that simultaneously addresses
component placement, routing, and physics performance evaluation. Therefore, there is a greater
possibility of encountering local solutions with continuous spatial or parameter tuning when
compared to design optimization of individual SPI2 problem elements.

3. One key challenge in using gradient-based solution methods, such as the geometric projection
method [154, 165], is that changes in interconnect spatial topology may impact the lumped-
parameter system models (such as fluid loops) in ways that either prevent simulation of certain
designs, or at a minimum introduce non-smoothness.

4. Creating design representations that can support topology, geometry, and physical aspects of the
3D SPI2 problem in a unified way is one of the most challenging aspects. Conventional methods
address at most a pair of them while solving multi-physics optimization problems. Previous work
exists where all three aspects are included but they are specific to their applications and do not
generalize.

5. SPI2 design automation tools should also consider the human perspective in all steps of the
problem-solving process. In particular, industry practitioners who have vast experience in handling
these complex systems possess valuable design knowledge that can be leveraged while developing
SPI2 design automation frameworks. Incorporating human expertise into SPI2 automation methods,
however, may introduce human biases or errors.

Peddada, et al. 15



5 DISCUSSION

3D component placement and 3D routing problems are individually NP-Hard problems and solving
the combined problem with multi-physics interactions and couplings between system elements is thus
especially challenging. Ideally, the component placement and routing problems should be solved
simultaneously to achieve system-optimal designs, or at the very least iteratively so that both can be
considered. However, a sequential effort, such as pack-then-route or vice versa, may not be capable of
exploiting fully the design coupling between all sets of decisions, leading to suboptimality. The challenges
are growing in significance as system compactness and performance requirements for engineering systems
intensify. For example, commercial aircraft engines a few decades ago were larger compared to current
designs; modern aircraft engine cores have a much smaller diameter and thus surface area, but must
incorporate essentially the same externals, such as wires, pipes, and components, as older designs.

5.1 SPI2 Vision
Developing a holistic treatment of the SPI2 design problems will require answering several questions,
including the following:

1. How to characterize the SPI2 design space: What are its regions of interest? How do the feasible
and infeasible design space regions compare with each other? What is the computational cost
of determining the boundaries of the design space? What optimization methods are required to
navigate the design space and how does one keep track of the explored regions?

2. What design optimization frameworks are required to integrate different SPI2-related research
areas together, search the SPI2 design space effectively, aiding both discrete and continuous
decision making?

3. Does the SPI2 design space need to be specialized according to the properties of the SPI2 system,
such as size, number and type of components and interconnects, physics, and product life-cycle
cost value metrics, or can an inclusive design space be developed?

4. How does the difficulty of the SPI2 design problem scale with increases in the number of compo-
nents, constraints, or other complexity dimensions?

5. What kinds of design tool functionality and readiness levels are required by industry to adopt SPI2
design automation methods? What other factors influence adoption of more capable SPI2 design
methods and tools?

6. What unified design parameterizations/representations are needed to solve the SPI2 optimization
problems efficiently?

7. How might various system-life cycle value metrics such as manufacturing, maintenance, upgrade,
overhaul, repair, and accessibility costs be incorporated as part of the SPI2 problem formulation
and automated solution?

6 A Two-Stage SPI2 Design Automation Framework

Rather than make incremental progress on established methods for optimal spatial packaging and routing
(PR), we previously developed a novel two-stage design framework [161], as shown in Fig. 6, for
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solving holistic SPI2 design problems. This framework can be viewed as a nested design optimiza-
tion strategy [183, 184] where the outer loop (stage 1) navigates 3D spatial topological decisions and
an inner loop (stage 2) identifies optimal physics-based system performance for each unique spatial
topology considered. The inner loop ensures fair comparison of candidate topologies. Please note
that the interconnect topologies remain fixed during this process. When efficient enumeration methods
are used for the outer loop, the framework transforms into a sequential process. In Stage 1, unique
interference-free spatial topologies are enumerated in a way that ensures component and interconnect
non-intersection [1,185]. This non-intersection requirement often must be met for system model elements,
such as lumped-parameter fluid circuit models, to be used without simulation failure. A variety of Stage 1
solution methods have been devised and tested, including shortest-path, force-directed layout, and spatial
topology enumeration algorithms. These have the potential advantage of supporting trajectory-based 3D
layout classification (i.e., whether interconnects move around objects clockwise/anticlockwise, go inside
grooves, along a surface, attach at an angle, or go through hollow objects with holes (genus ≥ 1)).

FIGURE 6: Flowchart depicting the sequential two-stage SPI2 design automation framework. Stage 0
accepts user inputs and system specifications. Stage 1 uses the given system information to enumerate,
identify, and generate unique discrete 3D spatial topologies (or configurations) of the engineering system.
Stage 2 performs continuous multiphysics optimization for each unique spatial topology obtained from
Stage 1. The final solutions of all the designs are the compared against each other according to a given
performance metric to choose the best candidate. In this figure, we only show the initial and final layout
of one such design candidate. Some of the optimization design variables in Stage 2 include locations and
orientations of the components, lengths, diameters, bend radii, trajectories of interconnect routing, and
other physical-design aspects of these elements.

The spatial topology design decision representation that is at the center of this successful SPI2 design
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method [170] utilizes spatial graphs, which are graphs embedded in metric spaces [168]. This fundamen-
tal advancement in formal SPI2 mathematical representations leverages existing spatial graph theory and
computational machinery, and furnishes the missing link needed to efficiently explore, enumerate, and
identify unique 3D spatial topologies of SPI2 engineering systems. Other potentially useful mathematical
representations likely exist, but this initial successful representation is an important step toward holistic
SPI2 design. Figure 3(b) shows how the spatial topology of a 3D SPI2 system can be captured by
a spatial graph where components are the nodes, interconnections are the edges, and the ports are
node valencies. In this two-stage method, all the combinatorial spatial graph descriptions up to some
desired topological complexity level (e.g., crossing number) are enumerated for a given 3D system. A
corresponding polynomial invariant, the Yamada polynomial, can then be calculated for all spatial graphs
obtained from combinatorial permutations. The Yamada polynomials then are used as a tool to identify
any duplicate spatial graph topologies, similar to isomorphisms for standard graphs. If two Yamada
polynomials are equivalent, their corresponding graphs are topologically equivalent. A distilled smaller
set of unique spatial embeddings is then used to automatically generate 3D geometric system models for
Stage 2 parametric optimization.

Stage 2 begins with a spatially-feasible 3D layout (obtained from Stage 1) and optimizes physics-based
system performance with respect to component locations, interconnect paths, and other continuous design
variables [161,162,165]. The continuous design variable representation enables the use of gradient-based
methods to efficiently search the design space. Earlier, for 2D SPI2 problems in Ref. [161], we utilized a
bar-based design representation with a differentiable geometric projection method (GPM). Bars have
favorable geometric properties that can be exploited to represent both components and interconnects
and solve the component placement and routing problems simultaneously for a fixed spatial topology.
Differentiable GPMs have been demonstrated previously for several different physical domains, including
structural optimization based on finite element analysis [154]. Barrier functions can be applied to prevent
component/interconnect interference implicitly. We have also implemented 3D GPMs [166], where
plates are used instead of bars as geometric primitives for components, obstacles, and interconnects.
Optimization was performed with respect to plate location, shape, and orientation parameters, as opposed
to discretized design representations (e.g., element-wise densities). This approach also has the benefit
of simplifying treatment of geometric constraints, physics-based and spatial constraints, and has been
applied to several 3D test case problems. This method has been demonstrated for 2D and 3D test cases
in Refs. [1, 162, 166]. To validate our SPI2 design automation method, understand its existing practical
design limitations, and to develop a more robust SPI2 automation method, the authors employed this
2-stage method to solve a real-world SPI2 problem for an industry application. In collaboration with
practicing SPI2 design engineers, the 2-stage method was further refined and extended to optimize the
SPI2 design of an automotive fuel cell system (AFCS), the details of which are presented in Ref. [164].
Other valuable design representation and optimization strategies likely exist and will be the topic of
future studies, but this new two-stage method is the first viable holistic SPI2 design automation method
and establishes the exciting potential for a new era in SPI2 design research and practice.
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The complete multiphysics optimization problem formulation for Stage 2 is given by:

min
x

f (x,T ) (1a)

s.t.: gphys(x,T ) ≤ 0 (1b)
gdd(x) ≤ 0 (1c)
gsd(x) ≤ 0 (1d)
gss(x) ≤ 0 (1e)

where: K(x)T = P (x) (1f)

Here f (x,T ) is the objective function and g(x,T ) are constraint functions. In general, these functions
may depend both on design (x) and state (T ) variables. The function f (·) can be any appropriate objective
function, such as bounding box volume, overall system temperature distribution, energy efficiency, and
holistic system performance measures. The constraints gphys(x,T ) are functions that depend both on
design x and on state T variables, the latter of which requires solution of the associated physics models.
These physics-dependent constraints can involve limits on physical quantities, such as pressure head loss,
device temperatures, fluid flow rates, pipe bend radii, material degradation metrics, stress, strain, and
other properties. The interference constraints gdd(x), gsd(x), and gss(x) prevent interference between two
devices, one routing segment and one device, and two routing segments, respectively. These constraints
are independent of any physics models; they are all either explicit functions of the design variables
or geometric interference calculations that depend on design. A combination of lumped parameter
and the finite element (distributed parameter) models was used to support efficient simulation of the
multi-component interconnect system. Sensitivity calculations for the objective and constraint functions
are described in detail (for specific SPI2 problems) in Refs. [165, 166].

One key challenge in using the gradient-based solution methods in this two-stage framework is that
changes in interconnect spatial topology may impact the lumped-parameter system models (such as
fluid loops) in ways that either prevent simulation of certain designs, or at a minimum introduce non-
smoothness. We have identified multiple promising strategies for managing interconnect topology
decisions, and plan to explore these options in conjunction with the continuous aspects of the problem.
One strategy will be to utilize efficient graph-based enumeration strategies [181, 186–188] to enumerate
unique and feasible interconnect topology options, and then for each option, solve the continuous
optimization problem. This has potential for scaling to large systems using machine learning trained on
enumeration data. The second strategy is to investigate possible topology optimization techniques to
allow interconnects to pass through each other while preserving model smoothness while preventing flow
system simulation failure. In this way, we can relax the discrete topology design problem and absorb this
task into our broader gradient-based design framework. Steps also need to be taken to assess and mitigate
additional challenges such as local minima, which can arise when implementing relaxation methods.

6.1 Challenges Addressed and Limitations of the 2-Stage Approach
In summary, the 2-stage SPI2 design automation approach is a new method that is still under development.
It is one viable and flexible design approach that addresses some of the following challenges for holistic
SPI2 design :1) supports systematic exploration and efficient navigation through unique 3D discrete
spatial topology options enabled through the use of spatial graph enumeration techniques; 2) the
discrete and continuous aspects of the problem have been addressed in two-separated stages that are
combined together in a sequence through a nested optimization approach; 3) the gradient-based geometric
projection topology optimization method supports the simultaneous component placement, routing, and
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physics evaluation needed for Stage 2; 4) spatial graphs are utilized as flexible mathematical design
representations for performing optimization, and 5) the method is scalable to larger systems through
parallel processing and high-performance computing.
Although this method addresses several challenges of a holistic SPI2 design problem, some limitations
to be overcome in the future include: 1) Complicated component geometry is not included in this
framework. Investigation of candidate unified geometric representations is being performed to enable
treatment of arbitrary geometric shapes while supporting physics-based analysis and interference detec-
tion. 2) It is very difficult to ascertain global optimal solutions as the objective and constraint functions
often are very non-linear, the holistic SPI2 problem involves mixed (discrete and continuous) variables,
and the design space can be vast as system complexity increases. The current optimization algorithm
performs an exhaustive search but must be capable of reliably finding global optima for Stage 2 to
ensure fair comparison of spatial topology candidates. 3) Life-cycle costs and operational management
objectives and constraints are not yet included in automated SPI2 design methods. These features are
being incorporated into the current 2-Stage framework as part of ongoing work. 4) A minor limitation
in using gradient-based optimization strategy is that changes in interconnect topology can impact the
lumped-parameter system models (such as fluid loops) in ways that either prevent simulation of certain
designs, or at a minimum introduce non-smoothness. One possible remedy to create techniques that allow
interconnects and components to pass smoothly through each other at intermediate Stage 2 optimization
iterations without fluid mixing.

In summary, the two-stage design framework is a sequential 2-step process, and the two stages (spatial
topology enumeration and continuous multiphysics optimization) are separate and not fully integrated. A
method that can simultaneously handle discrete topology changes (stage 1), and continuous changes in
geometry and physics during optimization (stage 2) is still under investigation. There are three different
aspects addressed here - spatial topology, geometry, and physics. Stage 1 deals with the discrete spatial
topology decisions only, such as how interconnects pass across each other and the solid components.
Whereas stage 2 of this framework is a completely integrated method within itself, where geometry
and physics coupling is considered together through a continuous gradient-based optimization process.
In stage 2, any change in geometry (location or orientation of component, and diameter, length, and
trajectory of interconnects) directly effects physics and vice-versa during every evaluation. For example,
as illustrated in Refs. [165, 166], if the pressure drop in the network is becoming high and may violate
the total head loss constraint, the pipes become longer and smoother at the bends or if the temperature of
the system elements may exceed limits, then the components and pipes move toward the relatively colder
region in the domain and orient themselves to get effectively cooled.

7 CONCLUSION

Effective design automation strategies are key to meeting the demands of present and future needs
for 3D physics-based system packaging or SPI2 problems. Systematic, flexible, and efficient design
methods with the ability to explore and access new configurations are essential for achieving better
system performance, compactness, and life-cycle cost across different engineering industries. Effective
methods will support adjustments that can be made easily as the system requirements change over time.
An important potential benefit of realizing such methods is the reduction in design time and resources
required to solve 3D component placement and routing problems, enabling greater tailoring of designs to
enhance performance for unique applications, while reducing design effort.

Creating a body of knowledge within the 3D spatial packaging of interconnected systems’ space is
central to solving important problems throughout the engineering product life cycle, from manufacturing,
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to assembly, maintenance, diagnosis, repair, and retrofit. Simple designs are typically employed in
current practice to keep these problems tractable; providing a means to reason in this complex space
offers an unprecedented opportunity to increase product performance and packaging density, while
leveraging advanced manufacturing methods and automated assembly methods. This article reviews
the technical groundwork, defines the shape and bounds of this knowledge domain, and specifies an
initial set of key areas to jumpstart the engineering research community’s efforts in this field. Some
of the existing critical gaps that prevent the creation and successful application of design automation
methods to industry-relevant holistic SPI2 problems are outlined, and associated challenges are addressed.
Finally, some larger SPI2 design research questions are presented and one viable SPI2 design automation
approach (two-stage design framework) developed by the authors is discussed as an example of handling
SPI2 research problems. This article is an initial introduction of the SPI2 class of problems to promote
discussion, help realize societal impact, and catalyze a surge of research activity in this domain. In the
future, these topics will be demonstrated in more depth with illustrative examples, design representations,
and new SPI2 solution methods.

ACKNOWLEDGEMENTS

This material is based upon work supported by the National Science Foundation Engineering Research
Center (NSF ERC) for Power Optimization of Electro-Thermal Systems (POETS) with cooperative
agreement EEC-1449548. The authors would also like to sincerely thank our industry partners from CU
Aerospace Ltd., Ford Motor Company, PC Krause and Associates, and Raytheon Technologies for their
invaluable feedback on this work.

References

[1] Peddada, S. R. T., Zeidner, L. E., James, K. A., and Allison, J. T., 2021. “An Introduction to 3D SPI2 (Spatial
Packaging of Interconnected Systems With Physics Interactions) Design Problems: A Review of Related Work,
Existing Gaps, Challenges, and Opportunities”. In International Design Engineering Technical Conferences and
Computers and Information in Engineering Conference, Vol. Volume 3B: 47th Design Automation Conference (DAC).
V03BT03A034. doi: 10.1115/DETC2021-72106

[2] Oxford, U., 2010. “Best way to reduce emissions is to make cars smaller”. ScienceDaily, Jan. https://www.sciencedaily.
com/releases/2010/01/100116102818.htm.

[3] Patel, P., 2020. The battery design smarts behind rolls royce’s ultrafast electric airplane, Jan. https://spectrum.ieee.org/
energywise/energy/batteries-storage/the-battery-innovations-behind-rolls-royces-ultrafast-electric-airplane.

[4] Joost, W. J., 2012. “Reducing vehicle weight and improving u.s. energy efficiency using integrated computational
materials engineering”. JOM, 64(9), pp. 1032–1038. doi: 10.1007/s11837-012-0424-z

[5] Ben Amar, A., Kouki, A. B., and Cao, H., 2015. “Power approaches for implantable medical devices”. Sensors (Basel,
Switzerland), 15(26580626), Nov., pp. 28889–28914. PMCID: PMC4701313. doi: 10.3390/s151128889

[6] Bazaka, K., and Jacob, M. V., 2013. “Implantable devices: Issues and challenges”. Electronics, 2(1), pp. 1–34. doi:
10.3390/electronics2010001

[7] Joung, Y.-H., 2013. “Development of implantable medical devices: from an engineering perspective”. International
neurourology journal, 17(24143287), Sept., pp. 98–106. PMCID: PMC3797898. doi: 10.5213/inj.2013.17.3.98

[8] Zhao, J., Ghannam, R., Htet, K. O., Liu, Y., Law, M.-k., Roy, V. A. L., Michel, B., Imran, M. A., and Heidari, H., 2020.
“Self-powered implantable medical devices: Photovoltaic energy harvesting review”. Advanced Healthcare Materials,
9(17), p. 2000779. doi: 10.1002/adhm.202000779

[9] Beosing, D., 2018. Packaging innovations for medical wearables, Aug. https://blog.samtec.com/post/
packaging-innovations-for-medical-wearables.

[10] Hollingshead, T., 2019. Compact mechanisms show promise for medical devices, Feb.
[11] Heussner, D., 2014. Wearable technologies present packaging challenges, Mar. https://www.electronicdesign.com/

technologies/digital-ics/article/21799376/wearable-technologies-present-packaging-challenges.
[12] Nason, R. L., and Heldmann, M. J., 1996. “Performance characteristics of the space station avionics air cooling

package”. In International Conference On Environmental Systems, SAE International. doi: 10.4271/961352

Peddada, et al. 21

http://poets-erc.org/
https://doi.org/10.1115/DETC2021-72106
https://www.sciencedaily.com/releases/2010/01/100116102818.htm
https://www.sciencedaily.com/releases/2010/01/100116102818.htm
https://spectrum.ieee.org/energywise/energy/batteries-storage/the-battery-innovations-behind-rolls-royces-ultrafast-electric-airplane
https://spectrum.ieee.org/energywise/energy/batteries-storage/the-battery-innovations-behind-rolls-royces-ultrafast-electric-airplane
https://doi.org/10.1007/s11837-012-0424-z
https://doi.org/10.3390/s151128889
https://doi.org/10.3390/electronics2010001
https://doi.org/10.5213/inj.2013.17.3.98
https://doi.org/10.1002/adhm.202000779
https://blog.samtec.com/post/packaging-innovations-for-medical-wearables
https://blog.samtec.com/post/packaging-innovations-for-medical-wearables
https://www.electronicdesign.com/technologies/digital-ics/article/21799376/wearable-technologies-present-packaging-challenges
https://www.electronicdesign.com/technologies/digital-ics/article/21799376/wearable-technologies-present-packaging-challenges
https://doi.org/10.4271/961352


[13] Zhong, C.-Q., Xu, Z.-Z., and Teng, H.-F., 2019. “Multi-module satellite component assignment and layout optimiza-
tion”. Applied Soft Computing, 75, pp. 148–161. doi: 10.1016/j.asoc.2018.11.021

[14] Fakoor, M., Taghinezhad, M., and Kosari, A., 2019. “Review of method for optimal layout of satellite components”.
[15] Mehta, R., and Hadley, M., 2014. Vehicle spaciousness and packaging efficiency, apr. doi: 10.4271/2014-01-0348
[16] Howard, C., 2010. Avionics and military electronics thermal management challenges are sparking innovative solutions

to keep these systems cool, Nov.
[17] Howard, C., 2011. Power and thermal management considerations move to the forefront of aerospace

and defense electronic systems, Oct. https://www.militaryaerospace.com/trusted-computing/article/16716997/
power-and-thermal-management-considerations-move-to-the-forefront-of-aerospace-and-defense-electronic-systems.

[18] Bauer, J., 1977. Leadless carrier applications for avionics packaging. doi: 10.2514/6.1977-1487
[19] Poradish, F., 1984. “High density modular avionics packaging”. In Digital Avionics Systems Conference. doi:

10.2514/6.1984-2749
[20] Kanz, J., 1985. “New directions in aerospace packaging”. In 5th Computers in Aerospace Conference. doi:

10.2514/6.1985-6033
[21] Seals, J., 1991. “Putting ten pounds of avionics in a one pound package (can we do it again?)”. In 8th Computing in

Aerospace Conference. doi: 10.2514/6.1991-3766
[22] Mayer, R., 1977. “Vehicle/manipulator/packaging interaction - a synergistic approach to large erectable space system

design”. In 18th Structural Dynamics and Materials Conference. doi: 10.2514/6.1977-394
[23] Huang, J., and Gong, L., 2000. “A knowledge based engineering framework for rapid prototyping in vehicle

packaging system”. In Seoul 2000 FISITA World Automotive Congress, Society of Automotive Engineers of Ko-
rea. https://www.semanticscholar.org/paper/A-Knowledge-Based-Engineering-Framework-for-Rapid-Huang-Gong/
6a1d690967410e5641e545f972fcdc66db46c928.

[24] Rajasekhar, M., Perumal, J., Rawte, S., and Nepal, N., 2015. “Integration and packaging for vehicle electrification”. In
Symposium on International Automotive Technology 2015, SAE International. doi: 10.4271/2015-26-0115

[25] Abramov, I. P., Sharipov, R. K., Skoog, A. I., and Herber, N., 1994. “Space suit life support system packaging factors”.
In International Conference On Environmental Systems, SAE International. doi: 10.4271/941380

[26] Howe, R., Diep, C., Barnett, B., Rouen, M., Thomas, G., and Kobus, J., 2006. “Advanced space suit portable life
support subsystem packaging design”. In International Conference On Environmental Systems, SAE International.
doi: 10.4271/2006-01-2202

[27] Bendsoe, M., 1989. “Optimal shape design as a material distribution problem”. Structural optimization, 1(4),
p. 193–202. doi: 10.1007/BF01650949

[28] Haghighat, S., Martins, J. R. R. A., and Liu, H. H. T., 2012. “Aeroservoelastic design optimization of a flexible wing”.
Journal of Aircraft, 49(2), Mar., pp. 432–443. doi: 10.2514/1.C031344

[29] Qiang, L., and Chengen, W., 2011. “A discrete particle swarm optimization algorithm for rectilinear branch pipe
routing”. Assembly Automation, 31(4), Jan., pp. 363–368. doi: 10.1108/01445151111172952

[30] Shao, X. Y., Chu, X. Z., Qiu, H. B., Gao, L., and Yan, J., 2009. “An expert system using rough sets theory for aided
conceptual design of ship’s engine room automation”. Expert Systems with Applications, 36(2, Part 2), pp. 3223–3233.
http://www.sciencedirect.com/science/article/pii/S0957417408000948.

[31] López-Camacho, E., Ochoa, G., Terashima-Marín, H., and Burke, E. K., 2013. “An effective heuristic for the
two-dimensional irregular bin packing problem”. Annals of Operations Research, 206(1), pp. 241–264. doi:
10.1007/s10479-013-1341-4

[32] Tejani, G. G., Savsani, V. J., Patel, V. K., and Savsani, P. V., 2018. “Size, shape, and topology optimization of planar
and space trusses using mutation-based improved metaheuristics”. Journal of Computational Design and Engineering,
5(2), pp. 198 – 214. doi: 10.1016/j.jcde.2017.10.001
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